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As well as regulating star formation, 
feedback is important for metal enrichment

Open questions: 

• How was the IGM 
enriched? 

• When was it enriched? 

• What is the metallicity of 
the IGM?



Important to test feedback schemes against 
different observations 
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Early star-forming galaxies and the
reionization of the Universe
Brant E. Robertson1, Richard S. Ellis1, James S. Dunlop2, Ross J. McLure2 & Daniel P. Stark3

Star-forming galaxies trace cosmic history. Recent observational progress with the NASA Hubble Space Telescope has
led to the discovery and study of the earliest known galaxies, which correspond to a period when the Universe was only

800 million years old. Intense ultraviolet radiation from these early galaxies probably induced a major event in cosmic
history: the reionization of intergalactic hydrogen.

T he frontier in completing the physical story of cosmic history is to
understand cosmic reionization—the transformation of neutral
hydrogen, mostly located outside galaxies in the intergalactic

medium (IGM), into an ionized state. Neutral hydrogen first formed
370,000 years after the Big Bang and released the radiation presently
observed as the cosmic microwave background (CMB)1. Initially devoid
of sources of light, the Universe then entered a period termed the ‘Dark
Ages’2, which lasted until the first stars formed from overdense clouds of
hydrogen gas that cooled and collapsed within early cosmic structures.
Observations of distant quasars3 demonstrate that the IGM has been
highly ionized since the Universe was ,1 billion years (Gyr) old, and the
transition from a neutral medium is popularly interpreted as being
caused by ionizing photons with energies greater than 13.6 eV (wave-
length, l , 91.2 nm), generated by primitive stars and galaxies4 (Fig. 1).

Astronomers wish to confirm the connection between early galaxies
and reionization because detailed studies of this period of cosmic history
will reveal the physical processes that originally shaped the galaxies of
various luminosities and masses we see around us today. Alternative
sources of reionizing photons include material collapsing into early
black holes that power active galactic nuclei, and decaying elementary
particles. Verifying that star-forming galaxies were responsible for cosmic
reionization requires understanding how many energetic ultraviolet
photons were produced by young stars at early times and what fraction
of photons capable of ionizing hydrogen outside galaxies escaped without

being intercepted by clouds of dust and hydrogen within galaxies.
Astronomers desire accurate measurements of the abundance of early
galaxies and the distribution of their luminosities to quantify the number
of sources producing energetic photons, as well as a determination of the
mixture of stars, gas and dust in galaxies, to determine the likelihood that
the ultraviolet radiation can escape to ionize the IGM5,6. The Lyman-a
(Lya) emission line, which is detectable using spectrographs on large
ground-based telescopes, is a valuable additional diagnostic given that it
is easily erased by neutral gas outside galaxies7–12. Its observed strength in
distant galaxies is therefore a sensitive gauge of the latest time when
reionization was completed.

In this primarily observational Review, we discuss substantial pro-
gress that now points towards a fundamental connection between early
galaxies and reionization. Recent observations with the Hubble Space
Telescope (HST) have provided the first detailed constraints on the
abundance and properties of galaxies in the first 1 Gyr of cosmic history.
With some uncertainties, these data indicate that sufficient ultraviolet
radiation was produced to establish and maintain an ionized Universe
by redshift z < 7, corresponding to ,800 million years (Myr) after the
Big Bang. Further observations of these early systems using current
facilities will produce a more robust census and clarify what fraction
of the ionizing radiation escaped primitive galaxies. The rapid progress
now being made will pave the way for ambitious observations of the
earliest known galaxies using future facilities.
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Figure 1 | Cosmic reionization. The transition from the neutral IGM left after
the Universe recombined, at z < 1,100, to the fully ionized IGM observed today
is termed cosmic reionization. After recombination, when the CMB radiation
was released, hydrogen in the IGM remained neutral until the first stars and
galaxies2,4 formed, at z < 15–30. These primordial systems released energetic
ultraviolet photons capable of ionizing local bubbles of hydrogen gas. As the

abundance of these early galaxies increased, the bubbles increasingly
overlapped and progressively larger volumes became ionized. This reionization
process ended at z < 6–8, ,1 Gyr after the Big Bang. At lower redshifts, the
IGM remains highly ionized by radiation provided by star-forming galaxies and
the gas accretion onto supermassive black holes that powers quasars.
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Figure 1. A high signal-to-noise spectrum of the quasar ULAS J1319+0959 at z = 6.13 from
Becker et al. (2015), obtained with the X-Shooter spectrograph on the Very Large Telescope (VLT).
The spectrum has been rebinned to 1.5 Å per pixel for presentation purposes. This illustrates many
of the features reviewed here—see the text in Section 1 for a description.

discovered—quasars. The absence of strong absorption re-
vealed that there was very little intervening neutral hydro-
gen in intergalactic space, all the way out to the highest-
redshift object observed at the time, quasar 3C 9 at z = 2.01
(Schmidt 1965). In the intervening 50 years, there has been
tremendous progress in the study of the IGM using quasar
absorption lines, and we now have detailed constraints on
many of properties of the IGM and the EoR which extend
to the current highest-redshift quasar, ULAS J1120+0641
at z = 7.085 (Mortlock et al. 2011). The aim of the present
article is to review these constraints, examine their implica-
tions, and consider the prospects for improving them in the
future.

In Section 2, we review the properties of the ultraviolet
background (UVB) inferred from the post-reionisation Ly α

forest at z ≤ 6. We compare these measurements to the num-
ber of ionising photons expected from star-forming galaxies
and quasars, and assess what these data imply for the sources
likely responsible for reionising the IGM. In Section 3, we
review current observations of IGM metal line abundances
at z > 5, address whether the known galaxy population ap-
proaching and during the EoR can account for the observed
metal enrichment, and consider the implications of metal line
populations for high-redshift galaxy formation. Direct con-
straints on the reionisation history using quasar absorption
line data are then described in Section 4. We also briefly
compare these data with other, complementary probes of
reionisation. Finally, in Section 5 we conclude with a discus-
sion of future prospects for exploring the EoR with quasar
absorption lines.

For further orientation, Figure 1 provides an example of
a z ! 6 quasar spectrum in the observed-frame; this illus-
trates key spectral features used to infer IGM properties ap-
proaching the EoR. Redward of the Ly α emission from the
quasar (red-dashed line), one can identify a series of metal
absorption lines (Section 3). Close to the quasar redshift
lies the Ly α proximity or near-zone, where the quasar con-
tributes significantly to ionising the hydrogen in its vicinity
(Section 4.5). Next, moving to shorter wavelengths, is the

Ly α absorption forest from intervening neutral hydrogen in
the cosmic web (Section 2). This z ! 6 spectrum also shows
a complete Gunn–Peterson absorption trough (Section 2.1)
above 8 400 Å (from hydrogen at z ! 5.9 absorbing in the
Ly α line) that continues until the near-zone region. Between
the green- and orange-dashed lines, which mark the wave-
lengths of the Ly β and Ly γ transitions at the quasar sys-
temic redshift, lies the Ly β forest. In this region of the
spectrum, high-redshift gas absorbs in the Ly β line and at
lower redshift, foreground gas absorbs in Ly α (Section 4.3).
At even shorter wavelengths, overlapping higher-order Ly-
man series transitions occur. Finally, below the line marked
‘LyC’ there is continuum absorption from neutral hydrogen:
photons at these wavelengths—with rest frame wavelength
λ ≤ 912 Å—are energetic enough to photoionise hydrogen
atoms. In lower-redshift quasar spectra where there is less
overall absorption, Lyman-limit systems (LLSs)—absorbers
that have an optical depth of unity to photons at the hydrogen
photoionisation edge—can be identified here. LLSs, along
with cumulative absorption from lower-column density ab-
sorbers, set the mean free path to ionising photons in the IGM
(Section 2.4).

2 THE UV BACKGROUND

The UVB is a key probe of the sources of hydrogen ion-
ising photons (E ≥ 13.6 eV) in the post-reionisation era at
z < 6; its intensity and spectral shape provides a complete
census of ionising photon production and its evolution with
redshift (Haardt & Madau 1996, 2012; Faucher-Gigu et al.
2009). One of the primary observational techniques used to
probe the UVB is quasar absorption line spectroscopy. The
Ly α forest—the observable manifestation of the intergalac-
tic neutral hydrogen that traces the cosmic web of large-scale
structure (see e.g. Rauch 1998; Meiksin 2009)—is particu-
larly important in this regard. In this section, we discuss the
theoretical and observational framework on which UVB mea-
surements using the Ly α forest are based, and examine the
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Reionisation: Quasar Absorption Lines 11

Figure 5. Examples of C iv (left) and low-ionisation (right) metal absorption line systems observed with VLT/X-Shooter, at z = 5.92 and 5.79,
respectively. The transitions for a given absorber have been shifted onto a common velocity scale. Histograms show the continuum-normalised flux,
while the dashed lines are the flux uncertainty. Solid lines are Voigt profile fits. Reproduced from Figures 5 and 17 of D’Odorico et al. (2013) with
permission of the authors.

in which damped Ly α systems (DLAs) trace the kinemat-
ics and composition of lower-redshift galaxies (e.g. Wolfe,
Gawiser, & Prochaska 2005). Second, because the metals
in these systems are often dominated by a single ionisation
state, determining abundances is relatively straightforward.
Finally, if the last regions of the IGM to be reionised are
metal enriched, then they may give rise to a ‘forest’ of ab-
sorption lines such as O i and C ii that can be detected in
quasar spectra (e.g. Oh 2002; Furlanetto & Loeb 2003).

Metal-enriched gas where the hydrogen is largely neutral
is traced by lines such as O i, C ii, Si ii, and Fe ii. O i
is particularly useful for studying neutral gas since the first
ionisation potential of oxygen and hydrogen are very similar,
and due to charge exchange, n(O+)/n(O) ≃ n(H+)/n(H)

over a wide range of physical conditions (e.g. Osterbrock &
Ferland 2006). Elements where the first ionisation potential
is significantly less than 13.6 eV, such as carbon, silicon,
and iron, are not shielded by atomic hydrogen, and there-
fore appear as singly ionised species in otherwise ‘neutral’
gas. At z < 5, low-ionisation systems are typically found by
their strong, often damped, hydrogen Ly α lines. At higher
redshifts, however, the growing saturation of the Ly α for-
est makes identifying individual Ly α absorbers difficult, and
metal systems must be identified using ‘pseudo multiplets’
of lines redward of Ly α, such as O i λ1302; C ii λ1334; and
Si ii λ1260, λ1304, and λ1526.

Becker et al. (2006, 2011b) searched for low-ionisation
systems over 5.3 < zabs < 6.4. In 17 lines of sight, they find
10 systems with C ii and Si ii, nine of which also contain O i.
Infrared spectra have been used to obtain Fe ii for many of

these systems (Becker et al. 2012; D’Odorico et al. 2013).
Among the nine O i systems, the ratios of O i, C ii, Si ii, and
Fe ii column densities are reasonably constant, which sug-
gests that neither ionisation corrections nor dust depletion
are large factors, as these would tend to introduce scatter.
This supports the expectation that O i systems trace pre-
dominantly neutral gas, and are therefore the analogues of
lower-redshift DLAs (NH I ≥ 1020.3 cm−2) (e.g. Wolfe et al.
2005) and sub-DLAs (1019 cm−2 < NH I < 1020.3 cm−2) (e.g.
Dessauges-Zavads et al. 2003).9 It is therefore reasonable to
compare O i systems at z > 5 to these systems, although
it should be emphasised that H i-selected systems with
NH I > 1019 cm−2 may not represent a complete census of
O i systems at lower redshifts.

In terms of number density, Becker et al. (2011b) find
dn/dX = 0.25+0.21

−0.13, which is similar to the combined num-
ber density of DLAs and sub-DLAs over 3 < z < 5 (Péroux
et al. 2005; O’Meara et al. O’Meara et al.; Prochaska &
Wolfe 2009; Noterdaeme et al. 2009; Guimarães et al. 2009;
Crighton et al. 2015). At least one of the O i systems lies
close to the detection limit of the existing data, however
(Becker et al. 2011b), so it is possible that the number
density of weak low-ionisation systems (NO I ! 1013.5 cm−2,
NC II ! 1013.0 cm−2) may be larger. The observed mass den-
sity of O i in systems at z ∼ 6 can be directly computed
using Equation (20) because the lines are typically unsatu-
rated, and so have measurable column densities. At lower

9Indeed, Becker et al. (2011b) find that the metal line kinematics of O i
systems at z ∼ 6 are comparable to those of lower-redshift DLAs and
sub-DLAs, although the lines strengths are weaker.

PASA, 32, e045 (2015)
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Figure 6. Stacked velocity plot for the absorption systems at z = 6.1988 toward
SDSS J1148 + 5251 (Becker et al. 2006). Data covering the low-ionization lines
are from HIRES, while the data for Si iv and C iv are from NIRSPEC. Lines are
as in Figure 1.
(A color version of this figure is available in the online journal.)

flux near or below zero from dominating the summed optical
depths, while only slightly degrading the spectral resolution
(here by ∼12%). In the cases where the spectra had high
signal-to-noise ratio (S/N), or for transitions which contained
no pixels near zero, smoothing had a negligible effect on the
measured column density. We note, however, that smoothing
should be used cautiously where the flux may genuinely go to
zero. For example, in the z = 6.1312 absorber toward SDSS
J1148 + 5251, O i λ1302 is marginally saturated. We therefore
fit Voigt profiles rather than apply the apparent optical depth
method in this case. This system appears to have a single, narrow
component, and so by requiring that each transition have the
same redshift and Doppler parameter (i.e., assuming turbulent
broadening), we can obtain a rough column density estimate for
O i even though the central two pixels show nearly zero flux.
Voigt profile fitting was also used for the z = 6.2575 system
toward SDSS J1148 + 5251, which appears to have a single,
narrow component.

Upper limits on the column densities were computed for non-
detected species. For low-ionization lines, the optical depths
were integrated over the same velocity interval where other

Figure 7. Stacked velocity plot for the absorption systems at z = 6.2575 toward
SDSS J1148 + 5251 (Becker et al. 2006). Data covering the low-ionization lines
are from HIRES, while the data for Si iv are from NIRSPEC. Lines are as in
Figure 1. C ii is partially affected by skyline residuals.
(A color version of this figure is available in the online journal.)

low-ionization species were detected. Limits on C iv and Si iv
were set by integrating the apparent optical depths over an
interval −100 km s−1 to +100 km s−1 from the optical depth-
weighted mean redshift of the low-ionization lines. For the
high-ionization doublets, the column density in the ith velocity
bin was taken to be the inverse variance-weighted mean of the
column densities measured from both transitions in the cases
where the measurements were consistent within the errors. In
the cases where they were not consistent, as would be expected
if one transition was blended with an unrelated line, the smaller
of the two values was taken.

We used our optical depth measurements of Si ii to infer an-
other quantity used to classify low-ionization systems, the equiv-
alent width of Si ii λ1526, W1526 (Prochaska et al. 2008). Since
we do not cover Si ii λ1526 with our current data, the line pro-
file for this transition was reconstructed from the optical depths
of Si ii λ1260 and/or λ1304. In all cases where this was done,
at least one of these transitions was covered and not saturated.
Since the optical depth should scale linearly with the oscilla-
tor strength, we therefore expect our estimates of W1526 to be
reasonably accurate in all cases. The results are given in Table 4.

3.3. Velocity Widths

Finally, we measured the total velocity width of systems in our
high-resolution sample. We use the velocity interval covering
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Figure 5. Examples of C iv (left) and low-ionisation (right) metal absorption line systems observed with VLT/X-Shooter, at z = 5.92 and 5.79,
respectively. The transitions for a given absorber have been shifted onto a common velocity scale. Histograms show the continuum-normalised flux,
while the dashed lines are the flux uncertainty. Solid lines are Voigt profile fits. Reproduced from Figures 5 and 17 of D’Odorico et al. (2013) with
permission of the authors.

in which damped Ly α systems (DLAs) trace the kinemat-
ics and composition of lower-redshift galaxies (e.g. Wolfe,
Gawiser, & Prochaska 2005). Second, because the metals
in these systems are often dominated by a single ionisation
state, determining abundances is relatively straightforward.
Finally, if the last regions of the IGM to be reionised are
metal enriched, then they may give rise to a ‘forest’ of ab-
sorption lines such as O i and C ii that can be detected in
quasar spectra (e.g. Oh 2002; Furlanetto & Loeb 2003).

Metal-enriched gas where the hydrogen is largely neutral
is traced by lines such as O i, C ii, Si ii, and Fe ii. O i
is particularly useful for studying neutral gas since the first
ionisation potential of oxygen and hydrogen are very similar,
and due to charge exchange, n(O+)/n(O) ≃ n(H+)/n(H)

over a wide range of physical conditions (e.g. Osterbrock &
Ferland 2006). Elements where the first ionisation potential
is significantly less than 13.6 eV, such as carbon, silicon,
and iron, are not shielded by atomic hydrogen, and there-
fore appear as singly ionised species in otherwise ‘neutral’
gas. At z < 5, low-ionisation systems are typically found by
their strong, often damped, hydrogen Ly α lines. At higher
redshifts, however, the growing saturation of the Ly α for-
est makes identifying individual Ly α absorbers difficult, and
metal systems must be identified using ‘pseudo multiplets’
of lines redward of Ly α, such as O i λ1302; C ii λ1334; and
Si ii λ1260, λ1304, and λ1526.

Becker et al. (2006, 2011b) searched for low-ionisation
systems over 5.3 < zabs < 6.4. In 17 lines of sight, they find
10 systems with C ii and Si ii, nine of which also contain O i.
Infrared spectra have been used to obtain Fe ii for many of

these systems (Becker et al. 2012; D’Odorico et al. 2013).
Among the nine O i systems, the ratios of O i, C ii, Si ii, and
Fe ii column densities are reasonably constant, which sug-
gests that neither ionisation corrections nor dust depletion
are large factors, as these would tend to introduce scatter.
This supports the expectation that O i systems trace pre-
dominantly neutral gas, and are therefore the analogues of
lower-redshift DLAs (NH I ≥ 1020.3 cm−2) (e.g. Wolfe et al.
2005) and sub-DLAs (1019 cm−2 < NH I < 1020.3 cm−2) (e.g.
Dessauges-Zavads et al. 2003).9 It is therefore reasonable to
compare O i systems at z > 5 to these systems, although
it should be emphasised that H i-selected systems with
NH I > 1019 cm−2 may not represent a complete census of
O i systems at lower redshifts.

In terms of number density, Becker et al. (2011b) find
dn/dX = 0.25+0.21

−0.13, which is similar to the combined num-
ber density of DLAs and sub-DLAs over 3 < z < 5 (Péroux
et al. 2005; O’Meara et al. O’Meara et al.; Prochaska &
Wolfe 2009; Noterdaeme et al. 2009; Guimarães et al. 2009;
Crighton et al. 2015). At least one of the O i systems lies
close to the detection limit of the existing data, however
(Becker et al. 2011b), so it is possible that the number
density of weak low-ionisation systems (NO I ! 1013.5 cm−2,
NC II ! 1013.0 cm−2) may be larger. The observed mass den-
sity of O i in systems at z ∼ 6 can be directly computed
using Equation (20) because the lines are typically unsatu-
rated, and so have measurable column densities. At lower

9Indeed, Becker et al. (2011b) find that the metal line kinematics of O i
systems at z ∼ 6 are comparable to those of lower-redshift DLAs and
sub-DLAs, although the lines strengths are weaker.

PASA, 32, e045 (2015)
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Figure 5. Examples of C iv (left) and low-ionisation (right) metal absorption line systems observed with VLT/X-Shooter, at z = 5.92 and 5.79,
respectively. The transitions for a given absorber have been shifted onto a common velocity scale. Histograms show the continuum-normalised flux,
while the dashed lines are the flux uncertainty. Solid lines are Voigt profile fits. Reproduced from Figures 5 and 17 of D’Odorico et al. (2013) with
permission of the authors.

in which damped Ly α systems (DLAs) trace the kinemat-
ics and composition of lower-redshift galaxies (e.g. Wolfe,
Gawiser, & Prochaska 2005). Second, because the metals
in these systems are often dominated by a single ionisation
state, determining abundances is relatively straightforward.
Finally, if the last regions of the IGM to be reionised are
metal enriched, then they may give rise to a ‘forest’ of ab-
sorption lines such as O i and C ii that can be detected in
quasar spectra (e.g. Oh 2002; Furlanetto & Loeb 2003).

Metal-enriched gas where the hydrogen is largely neutral
is traced by lines such as O i, C ii, Si ii, and Fe ii. O i
is particularly useful for studying neutral gas since the first
ionisation potential of oxygen and hydrogen are very similar,
and due to charge exchange, n(O+)/n(O) ≃ n(H+)/n(H)

over a wide range of physical conditions (e.g. Osterbrock &
Ferland 2006). Elements where the first ionisation potential
is significantly less than 13.6 eV, such as carbon, silicon,
and iron, are not shielded by atomic hydrogen, and there-
fore appear as singly ionised species in otherwise ‘neutral’
gas. At z < 5, low-ionisation systems are typically found by
their strong, often damped, hydrogen Ly α lines. At higher
redshifts, however, the growing saturation of the Ly α for-
est makes identifying individual Ly α absorbers difficult, and
metal systems must be identified using ‘pseudo multiplets’
of lines redward of Ly α, such as O i λ1302; C ii λ1334; and
Si ii λ1260, λ1304, and λ1526.

Becker et al. (2006, 2011b) searched for low-ionisation
systems over 5.3 < zabs < 6.4. In 17 lines of sight, they find
10 systems with C ii and Si ii, nine of which also contain O i.
Infrared spectra have been used to obtain Fe ii for many of

these systems (Becker et al. 2012; D’Odorico et al. 2013).
Among the nine O i systems, the ratios of O i, C ii, Si ii, and
Fe ii column densities are reasonably constant, which sug-
gests that neither ionisation corrections nor dust depletion
are large factors, as these would tend to introduce scatter.
This supports the expectation that O i systems trace pre-
dominantly neutral gas, and are therefore the analogues of
lower-redshift DLAs (NH I ≥ 1020.3 cm−2) (e.g. Wolfe et al.
2005) and sub-DLAs (1019 cm−2 < NH I < 1020.3 cm−2) (e.g.
Dessauges-Zavads et al. 2003).9 It is therefore reasonable to
compare O i systems at z > 5 to these systems, although
it should be emphasised that H i-selected systems with
NH I > 1019 cm−2 may not represent a complete census of
O i systems at lower redshifts.

In terms of number density, Becker et al. (2011b) find
dn/dX = 0.25+0.21

−0.13, which is similar to the combined num-
ber density of DLAs and sub-DLAs over 3 < z < 5 (Péroux
et al. 2005; O’Meara et al. O’Meara et al.; Prochaska &
Wolfe 2009; Noterdaeme et al. 2009; Guimarães et al. 2009;
Crighton et al. 2015). At least one of the O i systems lies
close to the detection limit of the existing data, however
(Becker et al. 2011b), so it is possible that the number
density of weak low-ionisation systems (NO I ! 1013.5 cm−2,
NC II ! 1013.0 cm−2) may be larger. The observed mass den-
sity of O i in systems at z ∼ 6 can be directly computed
using Equation (20) because the lines are typically unsatu-
rated, and so have measurable column densities. At lower

9Indeed, Becker et al. (2011b) find that the metal line kinematics of O i
systems at z ∼ 6 are comparable to those of lower-redshift DLAs and
sub-DLAs, although the lines strengths are weaker.
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Figure 6. Stacked velocity plot for the absorption systems at z = 6.1988 toward
SDSS J1148 + 5251 (Becker et al. 2006). Data covering the low-ionization lines
are from HIRES, while the data for Si iv and C iv are from NIRSPEC. Lines are
as in Figure 1.
(A color version of this figure is available in the online journal.)

flux near or below zero from dominating the summed optical
depths, while only slightly degrading the spectral resolution
(here by ∼12%). In the cases where the spectra had high
signal-to-noise ratio (S/N), or for transitions which contained
no pixels near zero, smoothing had a negligible effect on the
measured column density. We note, however, that smoothing
should be used cautiously where the flux may genuinely go to
zero. For example, in the z = 6.1312 absorber toward SDSS
J1148 + 5251, O i λ1302 is marginally saturated. We therefore
fit Voigt profiles rather than apply the apparent optical depth
method in this case. This system appears to have a single, narrow
component, and so by requiring that each transition have the
same redshift and Doppler parameter (i.e., assuming turbulent
broadening), we can obtain a rough column density estimate for
O i even though the central two pixels show nearly zero flux.
Voigt profile fitting was also used for the z = 6.2575 system
toward SDSS J1148 + 5251, which appears to have a single,
narrow component.

Upper limits on the column densities were computed for non-
detected species. For low-ionization lines, the optical depths
were integrated over the same velocity interval where other

Figure 7. Stacked velocity plot for the absorption systems at z = 6.2575 toward
SDSS J1148 + 5251 (Becker et al. 2006). Data covering the low-ionization lines
are from HIRES, while the data for Si iv are from NIRSPEC. Lines are as in
Figure 1. C ii is partially affected by skyline residuals.
(A color version of this figure is available in the online journal.)

low-ionization species were detected. Limits on C iv and Si iv
were set by integrating the apparent optical depths over an
interval −100 km s−1 to +100 km s−1 from the optical depth-
weighted mean redshift of the low-ionization lines. For the
high-ionization doublets, the column density in the ith velocity
bin was taken to be the inverse variance-weighted mean of the
column densities measured from both transitions in the cases
where the measurements were consistent within the errors. In
the cases where they were not consistent, as would be expected
if one transition was blended with an unrelated line, the smaller
of the two values was taken.

We used our optical depth measurements of Si ii to infer an-
other quantity used to classify low-ionization systems, the equiv-
alent width of Si ii λ1526, W1526 (Prochaska et al. 2008). Since
we do not cover Si ii λ1526 with our current data, the line pro-
file for this transition was reconstructed from the optical depths
of Si ii λ1260 and/or λ1304. In all cases where this was done,
at least one of these transitions was covered and not saturated.
Since the optical depth should scale linearly with the oscilla-
tor strength, we therefore expect our estimates of W1526 to be
reasonably accurate in all cases. The results are given in Table 4.

3.3. Velocity Widths

Finally, we measured the total velocity width of systems in our
high-resolution sample. We use the velocity interval covering
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Figure 5. Examples of C iv (left) and low-ionisation (right) metal absorption line systems observed with VLT/X-Shooter, at z = 5.92 and 5.79,
respectively. The transitions for a given absorber have been shifted onto a common velocity scale. Histograms show the continuum-normalised flux,
while the dashed lines are the flux uncertainty. Solid lines are Voigt profile fits. Reproduced from Figures 5 and 17 of D’Odorico et al. (2013) with
permission of the authors.

in which damped Ly α systems (DLAs) trace the kinemat-
ics and composition of lower-redshift galaxies (e.g. Wolfe,
Gawiser, & Prochaska 2005). Second, because the metals
in these systems are often dominated by a single ionisation
state, determining abundances is relatively straightforward.
Finally, if the last regions of the IGM to be reionised are
metal enriched, then they may give rise to a ‘forest’ of ab-
sorption lines such as O i and C ii that can be detected in
quasar spectra (e.g. Oh 2002; Furlanetto & Loeb 2003).

Metal-enriched gas where the hydrogen is largely neutral
is traced by lines such as O i, C ii, Si ii, and Fe ii. O i
is particularly useful for studying neutral gas since the first
ionisation potential of oxygen and hydrogen are very similar,
and due to charge exchange, n(O+)/n(O) ≃ n(H+)/n(H)

over a wide range of physical conditions (e.g. Osterbrock &
Ferland 2006). Elements where the first ionisation potential
is significantly less than 13.6 eV, such as carbon, silicon,
and iron, are not shielded by atomic hydrogen, and there-
fore appear as singly ionised species in otherwise ‘neutral’
gas. At z < 5, low-ionisation systems are typically found by
their strong, often damped, hydrogen Ly α lines. At higher
redshifts, however, the growing saturation of the Ly α for-
est makes identifying individual Ly α absorbers difficult, and
metal systems must be identified using ‘pseudo multiplets’
of lines redward of Ly α, such as O i λ1302; C ii λ1334; and
Si ii λ1260, λ1304, and λ1526.

Becker et al. (2006, 2011b) searched for low-ionisation
systems over 5.3 < zabs < 6.4. In 17 lines of sight, they find
10 systems with C ii and Si ii, nine of which also contain O i.
Infrared spectra have been used to obtain Fe ii for many of

these systems (Becker et al. 2012; D’Odorico et al. 2013).
Among the nine O i systems, the ratios of O i, C ii, Si ii, and
Fe ii column densities are reasonably constant, which sug-
gests that neither ionisation corrections nor dust depletion
are large factors, as these would tend to introduce scatter.
This supports the expectation that O i systems trace pre-
dominantly neutral gas, and are therefore the analogues of
lower-redshift DLAs (NH I ≥ 1020.3 cm−2) (e.g. Wolfe et al.
2005) and sub-DLAs (1019 cm−2 < NH I < 1020.3 cm−2) (e.g.
Dessauges-Zavads et al. 2003).9 It is therefore reasonable to
compare O i systems at z > 5 to these systems, although
it should be emphasised that H i-selected systems with
NH I > 1019 cm−2 may not represent a complete census of
O i systems at lower redshifts.

In terms of number density, Becker et al. (2011b) find
dn/dX = 0.25+0.21

−0.13, which is similar to the combined num-
ber density of DLAs and sub-DLAs over 3 < z < 5 (Péroux
et al. 2005; O’Meara et al. O’Meara et al.; Prochaska &
Wolfe 2009; Noterdaeme et al. 2009; Guimarães et al. 2009;
Crighton et al. 2015). At least one of the O i systems lies
close to the detection limit of the existing data, however
(Becker et al. 2011b), so it is possible that the number
density of weak low-ionisation systems (NO I ! 1013.5 cm−2,
NC II ! 1013.0 cm−2) may be larger. The observed mass den-
sity of O i in systems at z ∼ 6 can be directly computed
using Equation (20) because the lines are typically unsatu-
rated, and so have measurable column densities. At lower

9Indeed, Becker et al. (2011b) find that the metal line kinematics of O i
systems at z ∼ 6 are comparable to those of lower-redshift DLAs and
sub-DLAs, although the lines strengths are weaker.
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Figure 6. The cumulative incidence rate of O I absorbers showing the effect of changing slope and normalization of the metallicity model (Z = Z80 (!/80)n).
All curves shown have a completeness correction applied. The assumed photoionization rate for the simulated O I absorbers is log("/s−1) = −12.8 and the
Rahmati et al. (2013a) self-shielding model was used. The left-hand panel shows the effect of varying the normalization Z80. The middle panel shows the effect
of changing the power-law index n. The right-hand panel shows the four metallicity models that define the blue shaded region in the left-hand panel of Fig. 7.

Figure 7. Left: the dark blue shaded region and the light blue line show the metallicity inferred as a function of overdensity for the Rahmati et al. (2013a)
and the threshold self-shielding model, respectively. The dark blue shaded region is thereby defined by the four metallicity models shown in the right-hand
panel of Fig. 6 and the central white line shows our fiducial metallicity model. The assumed photoionization rate is log("/s−1) = −12.8 and the value of
the inferred Z80 for our fiducial metallicity model is denoted by the red triangle. The red bar shows how the inferred Z80 increases using the Rahmati et al.
(2013a) self-shielding model as the photoionization rate is increased in the range log("/s−1) = (−13.5,−12.5). Also shown is the metallicity as a function of
overdensity at z = 3, as measured by Schaye et al. (2003), in grey for two different models of the UV background and measurements of the metallicity of the
IGM by Simcoe (2011). Middle: the red triangle shows the median z ∼ 6 metallicity of completeness-corrected simulated O I absorbers with EWO I ≥ 0.01 Å
for our fiducial model as measured by comparing total O I and H I column density. The vertical error bar represents the 1σ range of metallicities of the simulated
absorbers, while the horizontal error bar indicates the redshift range of the O I absorbers observed by Becker et al. (2011). The grey points show a compilation
of metallicity measurements of DLAs compiled in Rafelski et al. (2012). The upper limit for the metallicity measured by Simcoe et al. (2012) for a possible
proximate DLA in the foreground of the z = 7.085 QSO ULASJ1120+0641 is also shown. Right: comparison of the predicted evolution of the incidence rate
dN/dX of our simulated O I absorbers with EWO I ≥ 0.01 Å and that of observed LLSs (black points) and DLAs (open points). The square points at z = 7 and
8 show predictions for the incidence rate of O I absorbers with a threshold EWO I = 0.001 Å. LLSs: Songaila & Cowie (2010) and as compiled in Fumagalli
et al. (2013). DLAs: as compiled in Seyffert et al. (2013).

0.12 and 0.09 dex, respectively, to match the Asplund et al. (2009)
measurements of solar abundances assumed here.

Our fiducial metallicity–density relation, utilizing the Rahmati
et al. (2013a) self-shielding model, is given by

Z = 10−2.65 Z⊙
(

!

80

)1.3

, (5)

with a background photoionization rate log("/s−1) = −12.8. This
relation was determined by calculating dN (> EWO I)/dX and the
maximum O I EW for a range of Z80 and n and finding the best match
to the observations of Becker et al. (2011) with a Kolmogorov-
Smirnov test (K–S test).

Rather surprisingly, our modelling of the O I absorbers suggests
that there is little, if any, evolution of the metallicities of the CGM

within 3 < z < 6 in the overdensity range probed by the O I ab-
sorbers. Note, however, that our assumption of no scatter in the
metallicity–density relation is certainly not realistic. We will come
back to this later. For reference, we also show the inferred metallic-
ities for the threshold self-shielding model. As already discussed,
the metallicities are typically a factor of 10 lower (with a steeper
density dependence) due to the larger neutral fractions in this model.

When varying the metallicity distribution and photoionization
rate, we found a rather weak dependence of the O I incidence rate
on the latter, which was degenerate with adjusting the metal dis-
tribution unless the photoionization was so high that the gas in
self-shielded region became highly ionized and their incidence rate
too low to reproduce the Becker et al. (2011) data. That occurred at
log " ! −12.4. The red bar in the left-hand panel of Fig. 7 shows
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All curves shown have a completeness correction applied. The assumed photoionization rate for the simulated O I absorbers is log("/s−1) = −12.8 and the
Rahmati et al. (2013a) self-shielding model was used. The left-hand panel shows the effect of varying the normalization Z80. The middle panel shows the effect
of changing the power-law index n. The right-hand panel shows the four metallicity models that define the blue shaded region in the left-hand panel of Fig. 7.
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and the threshold self-shielding model, respectively. The dark blue shaded region is thereby defined by the four metallicity models shown in the right-hand
panel of Fig. 6 and the central white line shows our fiducial metallicity model. The assumed photoionization rate is log("/s−1) = −12.8 and the value of
the inferred Z80 for our fiducial metallicity model is denoted by the red triangle. The red bar shows how the inferred Z80 increases using the Rahmati et al.
(2013a) self-shielding model as the photoionization rate is increased in the range log("/s−1) = (−13.5,−12.5). Also shown is the metallicity as a function of
overdensity at z = 3, as measured by Schaye et al. (2003), in grey for two different models of the UV background and measurements of the metallicity of the
IGM by Simcoe (2011). Middle: the red triangle shows the median z ∼ 6 metallicity of completeness-corrected simulated O I absorbers with EWO I ≥ 0.01 Å
for our fiducial model as measured by comparing total O I and H I column density. The vertical error bar represents the 1σ range of metallicities of the simulated
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of metallicity measurements of DLAs compiled in Rafelski et al. (2012). The upper limit for the metallicity measured by Simcoe et al. (2012) for a possible
proximate DLA in the foreground of the z = 7.085 QSO ULASJ1120+0641 is also shown. Right: comparison of the predicted evolution of the incidence rate
dN/dX of our simulated O I absorbers with EWO I ≥ 0.01 Å and that of observed LLSs (black points) and DLAs (open points). The square points at z = 7 and
8 show predictions for the incidence rate of O I absorbers with a threshold EWO I = 0.001 Å. LLSs: Songaila & Cowie (2010) and as compiled in Fumagalli
et al. (2013). DLAs: as compiled in Seyffert et al. (2013).

0.12 and 0.09 dex, respectively, to match the Asplund et al. (2009)
measurements of solar abundances assumed here.

Our fiducial metallicity–density relation, utilizing the Rahmati
et al. (2013a) self-shielding model, is given by
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with a background photoionization rate log("/s−1) = −12.8. This
relation was determined by calculating dN (> EWO I)/dX and the
maximum O I EW for a range of Z80 and n and finding the best match
to the observations of Becker et al. (2011) with a Kolmogorov-
Smirnov test (K–S test).

Rather surprisingly, our modelling of the O I absorbers suggests
that there is little, if any, evolution of the metallicities of the CGM

within 3 < z < 6 in the overdensity range probed by the O I ab-
sorbers. Note, however, that our assumption of no scatter in the
metallicity–density relation is certainly not realistic. We will come
back to this later. For reference, we also show the inferred metallic-
ities for the threshold self-shielding model. As already discussed,
the metallicities are typically a factor of 10 lower (with a steeper
density dependence) due to the larger neutral fractions in this model.

When varying the metallicity distribution and photoionization
rate, we found a rather weak dependence of the O I incidence rate
on the latter, which was degenerate with adjusting the metal dis-
tribution unless the photoionization was so high that the gas in
self-shielded region became highly ionized and their incidence rate
too low to reproduce the Becker et al. (2011) data. That occurred at
log " ! −12.4. The red bar in the left-hand panel of Fig. 7 shows
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Figure 6. Slices around a halo with Mhalo = 1010 M⊙ from the Sherwood simulation. The top panel shows the overdensity (left), the
temperature (middle) and the metallicity (right). The bottom panel shows the column densities of O i (left), C ii (middle) and C iv

(right). The thickness of the slice is 4.9 ckpc h−1.

Figure 7. Slices around a halo with Mhalo = 1010 M⊙ from the Illustris simulation. The top panel shows the overdensity (left), the
temperature (middle) and the metallicity (right). The bottom panel shows the column densities of O i (left), C ii (middle) and C iv

(right). The thickness of the slice is 5.7 ckpc h−1.
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Figure 5. The ionic fraction as a function of temperature and density for O i, Mg ii, C ii, C iii, C iv and C v that we calculate from our
cloudy models (although note that our models extend beyond the temperature-density range shown here) using the Haardt & Madau
(2012) model of the UV background. Overplotted is the mass-weighted temperature-density distribution in the 3S simulation.

thought to be found is in the form of C iii. We discuss how
this changes for different UV backgrounds in Section 4.2.

We next used these models to assign ionic fractions to
the particles/resolution elements in our simulations. Exam-
ples of what this looks like for a 1010 M⊙ halo in the 3S and
Illustris simulations are shown in Figures 6 and 7. We have
tried to select two haloes whose density fields look similar,
however keep in mind that these haloes are different and
therefore we will only make a qualitative comparison.

In both cases, the size of the metallicity bubble (where
the metallicity is log(Z/Z⊙) > −4) is comparable to the
region occupied by hot gas. In the arepo simulations, the
metallicity continues to fall off slowly but it becomes so small
that it will not produce observable absorbers and is there-
fore not plotted here. The distribution of the metals appears
somewhat clumpier in the 3S simulation, possibly because
the metals are not able to mix in this case.

In the bottom panel of both figures, we plot the column
densities of three of the ions we are interested in: O i, C ii

and C iv. The low-ionization absorbers fill only a small part
of the metallicity bubble and are split into small clumps,
which track the position of the cold, metal-enriched gas. The
size of the clumps seems to be larger in Illustris, maybe be-
cause the gas density is higher and the metallicity is higher,

but it is not clear if this is because we are looking at two
different haloes or because of differences in gadget-3 vs.
arepo. In both cases, the C iv extends over a larger area
than the low-ionization absorbers. The larger covering frac-
tion is in agreement with the higher incidence rate observed
for C iv absorbers by D’Odorico et al. (2013) than for the
incidence rate of low-ionization absorbers by Becker et al.
(2011). The strongest column density C iv absorbers are still
found in the centre of the halo, however, as this is where the
metallicity is highest.

3.2 Synthetic Spectra

We construct artificial spectra along random sightlines
through the simulation volume using the ionic density to-
gether with the ion-weighted temperature and peculiar ve-
locity at each pixel. The relevant atomic parameters are
summarised in Table 4. For C iv and Mg ii, we only use
the lines at 1548 Å and 2796 Å respectively, neglecting the
other half of the doublets. Figure 9 shows examples of spec-
tra along three of our sightlines. The first sightline displays
an absorption feature that is generally the same shape for
all three ions. The depth of the absorption varies however,

c⃝ 2015 RAS, MNRAS 000, 1–21
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Figure 5. The ionic fraction as a function of temperature and density for O i, Mg ii, C ii, C iii, C iv and C v that we calculate from our
cloudy models (although note that our models extend beyond the temperature-density range shown here) using the Haardt & Madau
(2012) model of the UV background. Overplotted is the mass-weighted temperature-density distribution in the 3S simulation.

thought to be found is in the form of C iii. We discuss how
this changes for different UV backgrounds in Section 4.2.

We next used these models to assign ionic fractions to
the particles/resolution elements in our simulations. Exam-
ples of what this looks like for a 1010 M⊙ halo in the 3S and
Illustris simulations are shown in Figures 6 and 7. We have
tried to select two haloes whose density fields look similar,
however keep in mind that these haloes are different and
therefore we will only make a qualitative comparison.

In both cases, the size of the metallicity bubble (where
the metallicity is log(Z/Z⊙) > −4) is comparable to the
region occupied by hot gas. In the arepo simulations, the
metallicity continues to fall off slowly but it becomes so small
that it will not produce observable absorbers and is there-
fore not plotted here. The distribution of the metals appears
somewhat clumpier in the 3S simulation, possibly because
the metals are not able to mix in this case.

In the bottom panel of both figures, we plot the column
densities of three of the ions we are interested in: O i, C ii

and C iv. The low-ionization absorbers fill only a small part
of the metallicity bubble and are split into small clumps,
which track the position of the cold, metal-enriched gas. The
size of the clumps seems to be larger in Illustris, maybe be-
cause the gas density is higher and the metallicity is higher,

but it is not clear if this is because we are looking at two
different haloes or because of differences in gadget-3 vs.
arepo. In both cases, the C iv extends over a larger area
than the low-ionization absorbers. The larger covering frac-
tion is in agreement with the higher incidence rate observed
for C iv absorbers by D’Odorico et al. (2013) than for the
incidence rate of low-ionization absorbers by Becker et al.
(2011). The strongest column density C iv absorbers are still
found in the centre of the halo, however, as this is where the
metallicity is highest.

3.2 Synthetic Spectra

We construct artificial spectra along random sightlines
through the simulation volume using the ionic density to-
gether with the ion-weighted temperature and peculiar ve-
locity at each pixel. The relevant atomic parameters are
summarised in Table 4. For C iv and Mg ii, we only use
the lines at 1548 Å and 2796 Å respectively, neglecting the
other half of the doublets. Figure 9 shows examples of spec-
tra along three of our sightlines. The first sightline displays
an absorption feature that is generally the same shape for
all three ions. The depth of the absorption varies however,

c⃝ 2015 RAS, MNRAS 000, 1–21

Cumulative distribution of 
equivalent widths: O I

In
ci

de
nc

e 
ra

te lo
g 

T

log Δ

O I λ1302 Equivalent Width



z ∼ 6 metal-line absorbers 7

Figure 5. The ionic fraction as a function of temperature and density for O i, Mg ii, C ii, C iii, C iv and C v that we calculate from our
cloudy models (although note that our models extend beyond the temperature-density range shown here) using the Haardt & Madau
(2012) model of the UV background. Overplotted is the mass-weighted temperature-density distribution in the 3S simulation.

thought to be found is in the form of C iii. We discuss how
this changes for different UV backgrounds in Section 4.2.

We next used these models to assign ionic fractions to
the particles/resolution elements in our simulations. Exam-
ples of what this looks like for a 1010 M⊙ halo in the 3S and
Illustris simulations are shown in Figures 6 and 7. We have
tried to select two haloes whose density fields look similar,
however keep in mind that these haloes are different and
therefore we will only make a qualitative comparison.

In both cases, the size of the metallicity bubble (where
the metallicity is log(Z/Z⊙) > −4) is comparable to the
region occupied by hot gas. In the arepo simulations, the
metallicity continues to fall off slowly but it becomes so small
that it will not produce observable absorbers and is there-
fore not plotted here. The distribution of the metals appears
somewhat clumpier in the 3S simulation, possibly because
the metals are not able to mix in this case.

In the bottom panel of both figures, we plot the column
densities of three of the ions we are interested in: O i, C ii

and C iv. The low-ionization absorbers fill only a small part
of the metallicity bubble and are split into small clumps,
which track the position of the cold, metal-enriched gas. The
size of the clumps seems to be larger in Illustris, maybe be-
cause the gas density is higher and the metallicity is higher,

but it is not clear if this is because we are looking at two
different haloes or because of differences in gadget-3 vs.
arepo. In both cases, the C iv extends over a larger area
than the low-ionization absorbers. The larger covering frac-
tion is in agreement with the higher incidence rate observed
for C iv absorbers by D’Odorico et al. (2013) than for the
incidence rate of low-ionization absorbers by Becker et al.
(2011). The strongest column density C iv absorbers are still
found in the centre of the halo, however, as this is where the
metallicity is highest.

3.2 Synthetic Spectra

We construct artificial spectra along random sightlines
through the simulation volume using the ionic density to-
gether with the ion-weighted temperature and peculiar ve-
locity at each pixel. The relevant atomic parameters are
summarised in Table 4. For C iv and Mg ii, we only use
the lines at 1548 Å and 2796 Å respectively, neglecting the
other half of the doublets. Figure 9 shows examples of spec-
tra along three of our sightlines. The first sightline displays
an absorption feature that is generally the same shape for
all three ions. The depth of the absorption varies however,
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Figure 5. The ionic fraction as a function of temperature and density for O i, Mg ii, C ii, C iii, C iv and C v that we calculate from our
cloudy models (although note that our models extend beyond the temperature-density range shown here) using the Haardt & Madau
(2012) model of the UV background. Overplotted is the mass-weighted temperature-density distribution in the 3S simulation.

thought to be found is in the form of C iii. We discuss how
this changes for different UV backgrounds in Section 4.2.

We next used these models to assign ionic fractions to
the particles/resolution elements in our simulations. Exam-
ples of what this looks like for a 1010 M⊙ halo in the 3S and
Illustris simulations are shown in Figures 6 and 7. We have
tried to select two haloes whose density fields look similar,
however keep in mind that these haloes are different and
therefore we will only make a qualitative comparison.

In both cases, the size of the metallicity bubble (where
the metallicity is log(Z/Z⊙) > −4) is comparable to the
region occupied by hot gas. In the arepo simulations, the
metallicity continues to fall off slowly but it becomes so small
that it will not produce observable absorbers and is there-
fore not plotted here. The distribution of the metals appears
somewhat clumpier in the 3S simulation, possibly because
the metals are not able to mix in this case.

In the bottom panel of both figures, we plot the column
densities of three of the ions we are interested in: O i, C ii

and C iv. The low-ionization absorbers fill only a small part
of the metallicity bubble and are split into small clumps,
which track the position of the cold, metal-enriched gas. The
size of the clumps seems to be larger in Illustris, maybe be-
cause the gas density is higher and the metallicity is higher,

but it is not clear if this is because we are looking at two
different haloes or because of differences in gadget-3 vs.
arepo. In both cases, the C iv extends over a larger area
than the low-ionization absorbers. The larger covering frac-
tion is in agreement with the higher incidence rate observed
for C iv absorbers by D’Odorico et al. (2013) than for the
incidence rate of low-ionization absorbers by Becker et al.
(2011). The strongest column density C iv absorbers are still
found in the centre of the halo, however, as this is where the
metallicity is highest.

3.2 Synthetic Spectra

We construct artificial spectra along random sightlines
through the simulation volume using the ionic density to-
gether with the ion-weighted temperature and peculiar ve-
locity at each pixel. The relevant atomic parameters are
summarised in Table 4. For C iv and Mg ii, we only use
the lines at 1548 Å and 2796 Å respectively, neglecting the
other half of the doublets. Figure 9 shows examples of spec-
tra along three of our sightlines. The first sightline displays
an absorption feature that is generally the same shape for
all three ions. The depth of the absorption varies however,
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Figure 5. The ionic fraction as a function of temperature and density for O i, Mg ii, C ii, C iii, C iv and C v that we calculate from our
cloudy models (although note that our models extend beyond the temperature-density range shown here) using the Haardt & Madau
(2012) model of the UV background. Overplotted is the mass-weighted temperature-density distribution in the 3S simulation.

thought to be found is in the form of C iii. We discuss how
this changes for different UV backgrounds in Section 4.2.

We next used these models to assign ionic fractions to
the particles/resolution elements in our simulations. Exam-
ples of what this looks like for a 1010 M⊙ halo in the 3S and
Illustris simulations are shown in Figures 6 and 7. We have
tried to select two haloes whose density fields look similar,
however keep in mind that these haloes are different and
therefore we will only make a qualitative comparison.

In both cases, the size of the metallicity bubble (where
the metallicity is log(Z/Z⊙) > −4) is comparable to the
region occupied by hot gas. In the arepo simulations, the
metallicity continues to fall off slowly but it becomes so small
that it will not produce observable absorbers and is there-
fore not plotted here. The distribution of the metals appears
somewhat clumpier in the 3S simulation, possibly because
the metals are not able to mix in this case.

In the bottom panel of both figures, we plot the column
densities of three of the ions we are interested in: O i, C ii

and C iv. The low-ionization absorbers fill only a small part
of the metallicity bubble and are split into small clumps,
which track the position of the cold, metal-enriched gas. The
size of the clumps seems to be larger in Illustris, maybe be-
cause the gas density is higher and the metallicity is higher,

but it is not clear if this is because we are looking at two
different haloes or because of differences in gadget-3 vs.
arepo. In both cases, the C iv extends over a larger area
than the low-ionization absorbers. The larger covering frac-
tion is in agreement with the higher incidence rate observed
for C iv absorbers by D’Odorico et al. (2013) than for the
incidence rate of low-ionization absorbers by Becker et al.
(2011). The strongest column density C iv absorbers are still
found in the centre of the halo, however, as this is where the
metallicity is highest.

3.2 Synthetic Spectra

We construct artificial spectra along random sightlines
through the simulation volume using the ionic density to-
gether with the ion-weighted temperature and peculiar ve-
locity at each pixel. The relevant atomic parameters are
summarised in Table 4. For C iv and Mg ii, we only use
the lines at 1548 Å and 2796 Å respectively, neglecting the
other half of the doublets. Figure 9 shows examples of spec-
tra along three of our sightlines. The first sightline displays
an absorption feature that is generally the same shape for
all three ions. The depth of the absorption varies however,
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Figure 9. Detected C IV absorption systems in the spectrum of SDSS J1030+0524.

The final spectrum covers the ranges λλ6710−8520 and
8669−9855 Å, even though the flux is not zero at λ > 8150 Å.
The quality of the final spectrum is quite poor with an SNR of the
order of 10.

A single feature is observed which was identified as C II 1334 Å
at zabs ≃ 5.2847. No other associated transitions were detected in
the UVES spectrum.

Songaila & Cowie (2002) claimed the detection of the Fe II 1608 Å
line at the same redshift in the ESI spectrum and derived an estimate
of the metallicity of [Fe/H] = −2.65. On the other hand, no absorp-
tion lines were detected in the higher resolution spectrum obtained
with MIKE@Keck by Becker et al. (2011).

5 C I V LINE STATISTICS

5.1 The C IV CDDF

The CDDF, f (N), is defined as the number of lines per unit column
density and per unit redshift absorption path, dX (Tytler 1987). The
CDDF is a fundamental statistics for absorption lines, similar for
many aspects to the luminosity function for stars and galaxies.

The redshift absorption path is used to remove the redshift depen-
dence in the sample and put everything on a comoving coordinate
scale. In the assumed cosmology, it is defined as

dX ≡ (1 + z)2["m(1 + z)3 + "#]−1/2dz. (1)

With the adopted definition, f (N) does not evolve at any redshifts
for a population whose physical size and comoving space density
are constant.

We have computed f (N) splitting our data into two redshift bins
in order to have comparable $Xtot in both of them: 4.35 < z < 5.3
($Xtot = 20.893) and 5.3 < z < 6.2 ($Xtot = 19.526), considering
column densities 12.6 ≤ log N (C IV) ≤ 15. The possible evolution
with redshift of the CDDF has been verified by comparing f (N)
for the present data with f (N) for the lower redshift sample in
D’Odorico et al. (2010). Due to the higher resolution of the spectra
in the latter work, C IV lines with velocity separation smaller than
50 km s−1 have been merged into C IV systems.

The result is shown in Fig. 18, where f (N) is plotted for four
redshift intervals: 1.5 < z < 2.5, 2.5 < z < 4, 4.35 < z < 5.3 and
5.3 < z < 6.2 binned at 100.4 N (C IV) cm−2. The two CDDFs at
higher redshift are complete starting from larger column densities,
and a constant decrease with increasing redshift is observed in the
bin corresponding to 14.2 < log N (C IV) < 14.6.

To quantify the redshift evolution of the CDDF, we have com-
puted a least-squares fit of the four samples with a power law of the
form f (N) = BN−α (see Fig. 18). From the fit, we observe that in the
highest redshift bin, the CDDF is lower by a factor of ∼3–4 with
respect to the CDDF at 2.5 < z < 4 and 4.35 < z < 5.3. This is in
good agreement with the result by Becker et al. (2009) which was
based on NIRSPEC spectra at R ≈ 13 000 of four z ∼ 6 QSOs, two
of which are also in our sample. The CDDF in the lowest redshift
bin has a different slope due to the presence of a larger number of
absorption systems in the column density range log N (C IV) > 14.2.
At log N (C IV) = 14.4, there is a factor of 7.5 difference between
the CDDF at 1.5 < z < 2.5 and that at 5.3 < z < 6.2. Due to
the small number of points, the power-law fit with two variables
gives very large errors, in particular for the power-law normaliza-
tion (highly correlated with the index errors). To obtain more solid
results, we have tried also a power-law fit with a pivot column den-
sity, f (N) = f (N0)(N/N0)−α , where we chose log N0 = 13.64. The
results of this fit are shown in Fig. 19. The power-law indices are
lower than in the previous fit, although always consistent within
3 σ . The net decrease of the highest redshift CDDF is less evident
but still present: there is a factor of ∼2−3 difference between the
CDDF in the redshift bins 4.35 < z < 5.3 and 5.3 < z < 6.2.

5.2 The redshift evolution of the cosmic mass density of C IV

The CDDF can be integrated in order to obtain the cosmological
mass density of C IV in QSO absorption systems as a fraction of the
critical density today:

"C IV = H0 mC IV

c ρcrit

∫
Nf (N )dN, (2)
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The final spectrum covers the ranges λλ6710−8520 and
8669−9855 Å, even though the flux is not zero at λ > 8150 Å.
The quality of the final spectrum is quite poor with an SNR of the
order of 10.

A single feature is observed which was identified as C II 1334 Å
at zabs ≃ 5.2847. No other associated transitions were detected in
the UVES spectrum.

Songaila & Cowie (2002) claimed the detection of the Fe II 1608 Å
line at the same redshift in the ESI spectrum and derived an estimate
of the metallicity of [Fe/H] = −2.65. On the other hand, no absorp-
tion lines were detected in the higher resolution spectrum obtained
with MIKE@Keck by Becker et al. (2011).
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Figure 9. Detected C IV absorption systems in the spectrum of SDSS J1030+0524.

The final spectrum covers the ranges λλ6710−8520 and
8669−9855 Å, even though the flux is not zero at λ > 8150 Å.
The quality of the final spectrum is quite poor with an SNR of the
order of 10.

A single feature is observed which was identified as C II 1334 Å
at zabs ≃ 5.2847. No other associated transitions were detected in
the UVES spectrum.

Songaila & Cowie (2002) claimed the detection of the Fe II 1608 Å
line at the same redshift in the ESI spectrum and derived an estimate
of the metallicity of [Fe/H] = −2.65. On the other hand, no absorp-
tion lines were detected in the higher resolution spectrum obtained
with MIKE@Keck by Becker et al. (2011).
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Why are we not finding C IV in the 
simulations?

• Temperature of the gas not right? (Too hot?) 

• Need a harder/locally amplified UV 
background? 

• Winds not enriching the IGM out to low 
enough densities?



Choosing a different UVB 
(harder/higher amplitude) 

helps, but doesn’t produce 
the strong absorbers
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Figure 13. Left: Cumulative distribution of equivalent widths of C iv absorbers in different simulations, checking what happens if we
take the C iii (solid line) or C v (dashed line) fraction instead of C iv. The grey lines are the data from D’Odorico et al. (2013). Middle:
distribution of C iv absorbers if the gas is all at 105.1 K. In these cases we start to find some stronger absorbers. Right: Cumulative
distribution of C iv equivalent widths, now assuming that all of the carbon is C iv (unless the gas is self-shielded). Even for this somewhat
unrealistic assumption, the 3S, Illustris and FAST models only just about reach the incidence rate of C iv absorbers. A correction to
match the completeness of the observations has been applied to the simulated absorbers.

state of our simulations? We try to understand this further
in Figure 13. Here we look at the C iv absorption we would
see if instead of taking the fraction of carbon in C iv, we take
the fraction in C iii or C v. We find that a lot of the carbon
that could produce the weak absorption systems (EWC iv !
0.2 Å) is in the form of C iii. This could potentially be moved
into C iv with a harder UV background. We also find that
the FAST and HVEL models would produce some stronger
absorbers (EWC iv " 0.4 Å) if the gas that was in C v was
instead found in C iv (perhaps if it was not shock-heated by
the fast winds, for example). The 3S and Illustris simulations
still fail to produce many absorbers with large equivalent
widths. We also check how our distribution of C iv absorbers
would look if all the gas was at T = 105.1 K, where the
collisionally ionized C iv fraction peaks. The 3S, Illustris and
FAST models still fail to reproduce the observed incidence
rate however and the HVEL model results in far too many
weak absorbers. This result can be understood by looking at
Figure 5. Even at T = 105.1 K, most of the carbon is found
in C iii and C v, not C iv.

As a simple test, we also tried assuming that all car-
bon below the threshold overdensity where self-shielding be-
comes important was C iv (right panel of Figure 13). We
take this threshold overdensity from the relation in Equa-
tion 4, which gives ∆ss = 21.7 at T = 104 K. This scenario
is obviously somewhat unrealistic, as from Figure 5 we see
that even if the gas was all at T = 105.1 K, only about 30
per cent would be collisionally ionized into C iv. Even in
this toy model, however, the 3S, Illustris and FAST simu-
lations only just about reach the observed incidence rate of
C iv absorbers. This suggests that the metals are not be-
ing pushed out to low enough densities in these models, and
we will always find it hard to match the z ∼ 6 C iv inci-
dence rate, regardless of the choice of UV background or the
temperature of the gas. In this case, the HVEL model does
seem to enrich the IGM sufficiently, however this model is
disfavoured by models of DLAs at z = 2 − 4 (Bird et al.

2014, 2015a) and would almost certainly fail to reproduce
the shape of the galactic stellar mass function at z = 0.

4.2 Shape of the UV Background

Even though Section 4.1 leads us to conclude that it is the
metal enrichment rather than the ionization model that re-
sults in our dearth of C iv absorbers, it is still worth inves-
tigating how the uncertainty in the shape and amplitude of
the UV background at z ∼ 6 would affect our results. We
explore this using the 3S simulation in the right panel of Fig-
ure 14. We first confirm that our self-shielding prescription
does not have a significant effect on the C iv absorption, as
one would expect for a high-ionization ion.

We next investigate how the C iv absorbers are affected
by changing the shape of our input UV background. This
is somewhat motivated by observations of hard spectra in
some high-redshift galaxies, such as Stark et al. (2015) who
found C iv emission in a z ∼ 7 Lyman α emitter which was
comparable to that of an AGN. There has also been recent
discussion on the contribution of quasars at z ∼ 6 (Chardin
et al. 2015; Haardt & Salvaterra 2015; Madau & Haardt
2015), driven by updated quasar luminosity functions (Gial-
longo et al. 2015) and new constraints on the optical depth
to reionization (Planck Collaboration et al. 2015). We ex-
plore the effect of using two other commonly implemented
UV backgrounds: Haardt & Madau (2001) and the 2011 up-
date of Faucher-Giguère et al. (2009), as well as increasing
the amplitude of the Haardt & Madau (2012) background
by a factor of six. We show the photoionization rates and
intensity as a function of energy for the different models in
the right and middle panels of Figure 14. The ionization
energies for the different states of carbon (up to C v) are
also shown. In the energy range where C iv is dominant, the
three models have very different shapes due to the treatment
of the sources and the absorbers (here, most importantly the
helium absorbers). For comparison we also show measure-
ments of the photo-ionization rate out to z ∼ 6, which shows
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What if all carbon in non self-shielded gas 
was C IV?

Even for this 
extreme test, 
most models 

struggling
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• The IGM appears to be enriched efficiently early on 
(predominantly by the small/faint galaxies that are 
believed to drive reionization?)  

• Low-ionization absorbers reasonably robust to 
choice of feedback scheme/hydro-solver 

• Do we need stronger/more efficient winds 
particularly in low mass galaxies? Are the 
simulations not implementing the correct wind 
physics?


