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Figure1.Spectraofz∼6quasarsanalysedinthisworkthatareinadditiontothoseintheFanetal.(2006)sample.ULASJ1319+0950andULASJ0148+0600
wereobservedwithVLT/X-Shooter,whiletheremainderwereobservedwithKeck/ESI(seeTable1).Approximatefluxingisbasedonpublishedz′-band
magnitudes.Thespectrahavebeenbinnedfordisplay.NotethattheLyαforestfluxforSDSSJ2315−0023appearsdepressedbecausethey-axishasbeen
scaledtoaccommodatethestrongLyαemissionline.

uncertainties,weadoptedareductionstrategyintendedtomini-
mizesucherrors.Individualexposureswerecombinedusingan
inversevarianceweightingscheme,wherethevarianceineachtwo-
dimensionalreducedframewasestimatedfromthemeasuredscatter
abouttheskymodelinregionsnotcoveredbytheobjecttrace,rather
thanderivedformallyfromtheskymodelanddetectorcharacter-
istics.Thisavoidsbiaseswhencombiningmultipleexposuresdue
torandomerrorsintheskyestimate,whichcanbeproblematic
whentheskybackgroundisrelativelylow.Wecheckedourcom-
binedone-dimensionalX-shooterspectraforevidenceofzero-point
errorsbluewardofthequasar’sLymanlimit,wherethereshouldbe
noflux,andfoundtheerrorstobenegligible.

2.2Lyαopacitymeasurements

FollowingFanetal.(2006),wemeasurethemeanopacityofthe
IGMtoLyαindiscreetregionsalongthelinesofsighttowards
individualobjects.Wequantifytheopacityintermsofaneffective
opticaldepth,whichisconventionallydefinedasτeff=−log⟨F⟩,

whereFisthecontinuum-normalizedflux.Sinceoursamplespans
abroadredshiftrange,wemeasureτeffinbinsoffixedcomoving
length(50Mpch−1),ratherthanfixedredshiftintervals.Thislength
scale,however,roughlymatchesthe#z=0.15binsusedbyFan
etal.(2006)overz∼5–6.

OurLyαfluxmeasurementsforall23objectsaregiveninTable2.
Errorestimatesdonotincludecontinuumerrors,whichareinstead
incorporatedintothemodelling(seeSection4).Inordertoavoid
contaminationfromthequasarproximityregionorfromassociated
LyβorOVIabsorption,wegenerallyrestrictourmeasurementsto
theregionbetweenrest-framewavelengths1041and1176Å.This
alsominimizesuncertaintiesinthecontinuumrelatedtotheblue
wingoftheLyαemissionline.Forfourofthesixzem>5.9objects,
however,wechoosethemaximumwavelengthtoliejustbluewardof
theapparentenhancedtransmissionintheproximityzone,asdone
byFanetal.(2006).ExceptionstothisareSDSSJ0353+0104,
whichisabroadabsorptionline(BAL),andSDSSJ2054−0005,
forwhichedgeoftheregionofenhancedfluxisunclear.Inthese
casesweuseamaximumrest-framewavelengthof1176Å.
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Probing the ionization & thermal state of the IGM
journals.cambridge.org/pas 19

Figure 15: This Figure schematically shows why inhomogeneous reionization boosts the visibility of Ly↵

emitting galaxies. During the mid and late stages of reionization star-forming - and hence Ly↵ emitting -
galaxies typically reside in large HII bubbles. Ly↵ photons emitted inside these HII bubbles can propagate
- and redshift away from line resonance - through the ionized IGM before encountering the neutral IGM.
The resulting reduced opacity of the neutral IGM (Eq 30) to Ly↵ photons enhances the prospect for
detecting Ly↵ emission from those galaxies inside HII bubbles.

sum of the optical depth in separate neutral patches.

⌧D(⌫) =
1
p

⇡

X

i

⌧GP,i xHI,i

Z xe,i(⌫)

xb,i(⌫)

dx �(x0), (27)

where we have placed ⌧GP within the sum, because ⌧GP

depends on redshift as ⌧GP / (1+zi)
3/2, and therefore

di↵ers slightly for each neutral patch (at redshift zi).
More specifically, the total optical depth of the

neutral IGM to Ly↵ photons emitted by a galaxy at
redshift zg with some velocity o↵-set �v is given by
Eq 27 with xb,i = �1

vth,i
[�v + H(zg)Rb,i/(1 + zg)], in

which Rb,i denotes the comoving distance to the begin-
ning of patch ‘i’ (xe,i is defined similarly). Eq 27 must
generally be evaluated numerically. However, one can
find intuitive approximations: for example, if we as-
sume that (i) xHI,i = 1 for all ‘i’, (ii) zi ⇠ zg, and (iii)
that Ly↵ photons have redshifted away from resonance
by the time they encounter this first neutral patch24,
then

⌧D(zg,�v) =
⌧GP(zg)
p

⇡

X

i

⇣ av,i
p

⇡xe,i
�

av,i
p

⇡xb,i

⌘
, (28)

24If a photon enters the first neutral patch on the blue
side of the line resonance, then the total opacity of the IGM
depends on whether the photon redshifted into resonance
inside or outside of a neutral patch. If the photon red-
shifted into resonance inside patch ‘i’, then ⌧D(zg,�v) =
⌧GP(z)xHI,i. If on the other hand the photon redshifted
into resonance in an ionized bubble, then we must compute
the optical depth in the ionized patch, ⌧HII(z,�v = 0), plus
the opacity due to subsequent neutral patches. Given that
the ionized IGM at z = 6.5 was opaque enough to com-
pletely suppress Ly↵ flux on the blue-side of the line, the
same likely occurs inside ionized HII bubbles during reion-
ization because of (i) the higher intergalactic gas density,
and (ii) the shorter mean free path of ionizing photons and
therefore likely reduced ionizing background that perme-
ates ionised HII bubbles at higher redshifts.

where xe,i = xe,i(�v) and xb,i = xb,i(�v). It is useful
to explicitly highlight the sign-convention here: pho-
tons that emerge redward of the Ly↵ resonance have
�v > 0, which corresponds to a negative x. Cosmo-
logical expansion redshifts photons further, which de-
creases x further. The av/[

p

⇡xb,i] is therefore more
negative, and ⌧D is thus positive.

One can define the ‘patch-averaged’ neutral frac-
tion x̄D - which is related to the volume filling fac-
tor of neutral hydrogen hxHIi in a non-trivial way (see
Mesinger & Furlanetto 2008) - as

⌧D(zg,�v) =
⌧GP(zg)
p

⇡
x̄D

⇣ av
p

⇡xe
�

av
p

⇡xb,1

⌘
⇡ (29)

⇡

⌧GP(zg)
⇡

x̄D
av

|xb,1|
=

⌧GP(zg)
⇡

x̄D
A↵c

4⇡⌫↵

1
�vb,1

,

where xe denotes the frequency that photon has red-
shifted to when it exits from the last neutral patch,
while xb,1 denotes the photon’s frequency when it en-
counters the first neutral patch. Because typically
|xe| � |xb,1| we can drop the term that includes xe. We
further substituted the definition of the Voigt param-
eter av = A↵/(4⇡�⌫D), to rewrite xb,1 as a velocity
o↵-set from line resonance when a photon first enters
a neutral patch, �vb,1 = �v +H(zg)Rb,i/(1 + zg).

Substituting numbers gives (e.g. Miralda-Escude
1998; Dijkstra & Wyithe 2010)

⌧D(zg,�v) ⇡ 2.3x̄D

⇣ �vb,1
600 km s�1

⌘�1⇣1 + zg
10

⌘3/2

.

(30)
This equation shows that the opacity of the IGM drops
dramatically once photons enter the first patch of neu-
tral IGM with a redshift. This redshift may occur
partly at the interstellar level, and partly at the inter-
galactic level: scattering o↵ outflowing material25 at

25Scattering through an extremely opaque static medium

• Lyman-α emitters as a 
probe of reionization

Dijkstra 2014
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• Lyman-α emitters: 

• line usually 
redshifted with 
respect to systemic 
velocity

frequency diffusion of Lyman-α photons

Laursen et al. 2009

860 LAURSEN, RAZOUMOV, & SOMMER-LARSEN Vol. 696

Figure 7. Emergent spectrum from an isothermal (T = 104 K) and homogeneous sphere of gas undergoing isotropic expansion (red) or contraction (blue) in such a
way that the velocity at the edge of the sphere is vmax ± 200 km s−1. The left panel shows the result for a column density NH I from the center to the edge of 2 × 1018

cm−2, corresponding to τ0 = 1.2 × 105 and characteristic of a typical LLS. The right panel shows the result for NH I = 2 × 1020 cm−2 (τ0 = 1.2 × 107), characteristic
of a typical DLA. Also shown is the result from a simulation with vbulk = 0 (black dashed), and the analytical solution for the static sphere (green) as given by Dijkstra
et al. (2006). For the LLS, τ0 is clearly too small to give an accurate fit.

distance r from the center is set

vbulk(r) = Hr, (21)

where the Hubble-like parameterH is fixed such that the velocity
increases linearly from 0 in the center to a maximal absolute
velocity vmax at the edge of the sphere (r = R):

H = vmax

R
, (22)

with vmax positive (negative) for an expanding (collapsing)
sphere.

For T ̸= 0 K, no analytical solution for the spectrum exists.
Qualitatively, we expect an expansion to cause a suppression
of the blue wing and an enhancement of the red wing of the
spectrum. The reason for this is that photons blueward of the
line center that would otherwise escape the medium, are shifted
into resonance in the reference frame of atom lying closer to the
edge, while red photons escape even more easily. Conversely,
a collapsing sphere will exhibit an enhanced blue wing and a
suppressed red wing. This is indeed seen in Figure 7.

Another way to interpret this effect is that photons escaping
an expanding cloud are, on the average, doing work on the gas,
thus losing energy, and vice versa for a collapsing cloud.

In Figure 8, results for a sphere of gas expanding at different
velocities are shown.

For increasing vmax, the position of the red peak is progres-
sively enhanced and displaced redward of the line center. How-
ever, above a certain threshold value the velocity gradient be-
comes so large as to render the medium optically thin and allow
less redshifted photons to escape, making the peak move back
toward the line center again.

The results matches closely those found by previous authors
(Zheng & Miralda-Escudé 2002; Tasitsiomi 2006a; Verhamme
et al. 2006).

5. SEMIANALYTICAL ACCELERATION SCHEME

Most of the computing time is spent in the very dense cells.
Since each cell is in fact a “uniform” cube, i.e., a cube of
homogeneous and isothermal gas, if an analytical Neufeld-
equivalent solution for the distribution of frequency exists, it

Figure 8. Emergent spectrum from an isothermal (T = 104 K) and homoge-
neous sphere of hydrogen column density NH I = 2 × 1020 cm−2 (a DLA)
undergoing isotropic expansion with different maximal velocities vmax at the
edge of the sphere. For increasing vmax, the peak of the profile is pushed further
away from the line center. However, if vmax becomes too large, the medium
becomes optically thin and the peak moves back toward the center again.

would be possible to skip a great number of scatterings and thus
speed up the code further.

The slab solution is an alternate series which can be written
in closed form. Unfortunately, this is not feasible for the cube
solution, but under certain approximations, Tasitsiomi (2006b)
found that it is still possible to write it as an alternate series.
The problem is that, whereas for the slab the terms quickly die
off, the same is not true for the cube. In fact she finds that
to achieve an accuracy better than 3%, one must exceed 30
terms.

Hence, it seems more convenient to seek a “Neufeld-based”
approximation. Since for the cube, the radiation can escape
from six faces rather than just two, we may expect the emergent
radiation to be described by a function similar to the slab
solution, but using a lower value of aτ0.
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• Lyman-α emitters as a probe of reionization

Treu et al. 2013

Lyman-α emitter 
fraction

The increasing Lyα optical depth at 6< z< 9 5

TABLE 1
SUMMARY OF HIGH REDSHIFT CANDIDATES OBSERVED WITH MOSFIRE

Object αJ2000 δJ2000 V606 Y098 J125 H160 Stat. texp/hr σW /Å

0951+3304 0180 147.70451 33.06513 >26.83 >26.83 26.24 ± 0.27 26.56 ± 0.43 1 1 4.1
0951+3304 0277 147.68443 33.07019 >26.83 >26.83 25.87 ± 0.22 25.88 ± 0.27 1 1 3.0
1437+5043 r2 0637 T12a 219.21058 50.72601 >28.10 >28.05 25.76 ± 0.07 25.69 ± 0.08 1 3 2.1
1510+1115 0354 227.54706 11.23145 >27.59 >27.83 27.03 ± 0.22 27.21 ± 0.38 1 2.1, 3 9.3
1510+1115 1218 227.54266 11.26152 >27.59 >27.83 26.87 ± 0.22 26.64 ± 0.25 1 2.1, 3 8.6
1510+1115 1487 227.53173 11.25254 >27.59 >27.83 27.60 ± 0.24 27.34 ± 0.28 1 2.1, 3 15.7
1510+1115 1524 227.53812 11.25552 >27.59 >27.83 26.63 ± 0.15 26.52 ± 0.20 1 2.1, 3 6.6
1510+1115 1705 227.54008 11.25111 >27.59 >27.83 27.00 ± 0.19 27.02 ± 0.28 1 2.1, 3 9.2

1437+5043 r2 0070 T12e 219.22225 50.70808 >28.10 >28.05 26.90 ± 0.14 26.94 ± 0.17 0 3 6.0
1437+5043 r2 0388 219.23494 50.71960 >28.10 >28.05 27.66 ± 0.24 27.84 ± 0.36 0 3 11.5
1437+5043 r2 0560 T12c 219.23092 50.72405 27.92 ± 0.31 >28.05 27.73 ± 0.23 27.47 ± 0.24 0 3 12.4
1437+5043 r3 0279 219.18681 50.72723 >27.94 >27.82 27.27 ± 0.24 27.46 ± 0.34 0 3 8.4
1437+5043 r3 0447 219.18983 50.73406 >27.94 >27.82 27.63 ± 0.27 >27.79 0 3 12.3

NOTE. — Photometry is taken from the most recent analysis by Schmidt et al. (2013; in preparation). and has been corrected for
Galactic extinction using the Cardelli et al. (1989) extinction law and E(B-V) of 0.01328, 0.01254, and 0.04605 for BoRG 0951+3304,
BoRG 1437+5043 and BoRG 1510+1115 respectively. The candidates in the field 1437+5043 were identified by Trenti et al. (2012) and
Bradley et al. (2012). The magnitude limits are 2σ limits. The candidates in the first part of the table (Stat=1) statisfy all the requirements
for Y-dropout selection and are the statistical sample analyzed in this paper. The candidates below the horizontal bar (Stat=0) were observed
as slit fillers. The texp/hr give the total exposure time in Y (, J). The last column lists the median Lyα equivalent width noise (1σ) of the
MOSFIRE spectra.

FIG. 3.— Inference results in the context of the patchy and smooth models
described in the text. The parameter ε describes the change of the Lyα equiv-
alent width distribution between z∼ 6 and z∼ 8. In the patchy model, at any
given equivalent width, only a fraction εp of the sources that are emitting at
z ∼ 6 are found to be emitters at z ∼ 8. In the smooth model the emission
of each source is suppressed by a factor εs. The evidence ratio Zp/Zs is in-
conclusive and does not favor any of the two models. The results shown are
based on the 8 objects in the primary MOSFIRE sample presented here as
well as the three spectra analyzed by Treu et al. (2012).

“unknown unknowns”, like the faint emission line objects dis-
cussed above.
In the case of BoRG this additional contribution is es-

timated to be f8 ∼ 0.2, (bringing the total to 0.33-0.42
Bradley et al. 2012). In the case of the i-dropouts selected
from GOODS (Stark et al. 2011), the additional contamina-
tion is probably somewhat less, given the higher quality of the
dithering strategy and larger number of blue bands available.

FIG. 4.— Evolution of the fraction of LBGs with Ly-α >25 Å equiv-
alent width (rest frame), for bright (filled red symbols) and faint galax-
ies (open black symbols). Triangles are taken from Stark et al. (2011) and
Schenker et al. (2012), pentagons from Mallery et al. (2012) and the cir-
cle is from Curtis-Lake et al. (2012). The squares at z ∼ 7 are taken from
Treu et al. (2012) and are based on a compilation of data (Fontana et al. 2010;
Vanzella et al. 2011; Pentericci et al. 2011; Ono et al. 2012; Schenker et al.
2012). The upper limits at z ∼ 8 are from this paper. The lower and higher
horizontal bars on the upper limits at z∼ 8 describe the range of uncertainty
stemming from contaminants in the photometrically selected LBG sample.

To be conservativewe thus consider the ratio (1− f6)/(1− f8)
to be in the range 1-1.25, that is from equal contamination –
after accounting for known losses inferred from photo-zs – to
higher contamination in the z∼ 8 sample.

With this estimate in hand we can proceed to compute
the fraction of LBGs with Lyα emission above the standard
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Figure 1. Maps of the neutral hydrogen fraction at z = 8, 7 and 6, obtained with our analytic method for modelling the growth of
ionized regions within our large simulation box. The top panels show our default reionization model, while the bottom panels show our
late reionization model.

found in the large box, irrespective of the local density.

• SS: Hydrogen is assumed to be completely neutral if
�H > �ss, i.e.,

�local
HI =

⇢
�HI when �H  �ss,

0 if �H > �ss,
(3)

where �H is the hydrogen overdensity.

• SS-R: The SS model predicts a transition in the ion-
ization state around the threshold density which is sharper
than found in radiative transfer simulations involving re-
combinations (Rahmati et al. 2013). In this third model we
therefore use the empirical fit provided by Rahmati et al.
(2013) to their radiative transfer calculations, where:3
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The spatial distribution of the neutral hydrogen fraction,
nHI/nH , obtained using these di↵erent models are com-
pared in Figure 2. The redshift chosen is z = 7 and re-
sults are shown for two background photoionization rates

3 The relation we have used for estimating the self-shielding
threshold, Eq. (2), di↵ers slightly from that used in Rahmati et al.
(2013), particularly the T -dependence of �ss. However, the di↵er-
ence in the predicted photoionization rate is not more than ⇠ 10
per cent.

Model x̄

V
HI

log10(�HI/s�1) = �13.6 log10(�HI/s�1) = �12.8

No-SS 2.1⇥ 10�3 3.4⇥ 10�4

SS 3.0⇥ 10�2 2.6⇥ 10�3

SS-R 6.5⇥ 10�3 6.3⇥ 10�4

Table 1. The volume-averaged residual neutral hydrogen fraction
at z = 7 for the self-shielding models displayed in Fig. 2.

log10(�HI/s
�1) = �12.8 and �13.6. The occurrence of fully

neutral regions is almost negligible for the No-SS case. In
the SS model the presence of overdense regions with xHI = 1
is quite prominent. In comparison, as discussed by Keating
et al. (2014) and Mesinger et al. (2015) the e↵ect of self-
shielding in the radiative transfer motivated SS-R model is
considerably reduced. The volume-averaged neutral hydro-
gen fraction, x̄V

HI, for the three models is listed in Table 1.

3 CALIBRATING THE REIONIZATION
HISTORY IN THE HYBRID SIMULATION

3.1 Constructing the hybrid simulation

We now turn to describe how we combine the small and large
boxes in our hybrid approach and calibrate the reionization
history. This involves replicating the small box and super-
imposing the large scale ionization map from the large box.
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Figure 1. Maps of the neutral hydrogen fraction at z = 8, 7 and 6, obtained with our analytic method for modelling the growth of
ionized regions within our large simulation box. The top panels show our default reionization model, while the bottom panels show our
late reionization model.
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Figure 1. Maps of the neutral hydrogen fraction at z = 8, 7 and 6, obtained with our analytic method for modelling the growth of
ionized regions within our large simulation box. The top panels show our default reionization model, while the bottom panels show our
late reionization model.
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where �H is the hydrogen overdensity.

• SS-R: The SS model predicts a transition in the ion-
ization state around the threshold density which is sharper
than found in radiative transfer simulations involving re-
combinations (Rahmati et al. 2013). In this third model we
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The spatial distribution of the neutral hydrogen fraction,
nHI/nH , obtained using these di↵erent models are com-
pared in Figure 2. The redshift chosen is z = 7 and re-
sults are shown for two background photoionization rates

3 The relation we have used for estimating the self-shielding
threshold, Eq. (2), di↵ers slightly from that used in Rahmati et al.
(2013), particularly the T -dependence of �ss. However, the di↵er-
ence in the predicted photoionization rate is not more than ⇠ 10
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neutral regions is almost negligible for the No-SS case. In
the SS model the presence of overdense regions with xHI = 1
is quite prominent. In comparison, as discussed by Keating
et al. (2014) and Mesinger et al. (2015) the e↵ect of self-
shielding in the radiative transfer motivated SS-R model is
considerably reduced. The volume-averaged neutral hydro-
gen fraction, x̄V

HI, for the three models is listed in Table 1.

3 CALIBRATING THE REIONIZATION
HISTORY IN THE HYBRID SIMULATION

3.1 Constructing the hybrid simulation

We now turn to describe how we combine the small and large
boxes in our hybrid approach and calibrate the reionization
history. This involves replicating the small box and super-
imposing the large scale ionization map from the large box.
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Figure 4. Overview of the main properties of our reionization models. Our default and late reionization models are shown in blue and red, respectively. In light
grey is shown a model, called the very late reionization model, where Lyα emitters and ionized regions are assumed to be strongly correlated (see Section 4.3
and Appendix C for a detailed discussion). The black solid curves show predictions of the HM2012 UV-background model for reference. Our models are
calibrated by fixing the evolution of the ionized mass fraction, QM(z). All other quantities are calculated self-consistently. For the default model, QM(z) was
set equal to the ionized fraction in the HM2012 ‘minimal reionization model’. The QM(z) chosen in our late reionization model is also shown in the upper left
panel, as well as the ionized volume fractions, QV(z). The upper middle panel compares the optical depth due to Thomson scattering to the Planck 2013 and
2015 results (Planck Collaboration XVI 2014; Planck Collaboration XIII 2015). The upper right panel shows the average hydrogen photoionization rate within
ionized regions obtained in our models. Observational constraints from Wyithe & Bolton (2011, hereafter WB11), Calverley et al. (2011, hereafter C11) and
Becker & Bolton (2013, hereafter BB13) are shown for reference. The lower left panel displays the mean-free path of ionizing photons at 1 Ryd measured
from our hybrid box. The data are from Worseck et al. (2014, hereafter W14) and Songaila & Cowie (2010, hereafter SC10). The lower middle panel shows the
clumping factor in the ionized regions. To allow a direct comparison to the clumping factor used in HM2012, we have also computed the clumping factor C100
of gas below an overdensity of 100. The lower right panel shows the globally averaged comoving emission rates of ionizing photons that our models imply,
compared to the rate predicted by the HM2012 UV-background model.

z < 7 (z > 7). The green squares in the lower middle panel show
that we get a very similar clumping factor as HM2012 if we choose
the same fixed self-shielding threshold of "ss = 100. The small dif-
ference is due to a somewhat later reionization redshift in our small
box (z = 15) compared to that of the simulations in Pawlik, Schaye
& van Scherpenzeel (2009, z = 19.5) on which the HM2012 pre-
diction for the clumping factor is based. Once we choose the time
evolution of QM to be same as in HM2012 in our default reionization
model, the values of #H I and λmfp are close to those in HM2012.
At high redshift, the photoionization rate is slightly higher as the
photoionization rate within ionized regions is weighed inversely by
the volume filling factor QV.

In our late reionization model, the properties at z ≤ 6 remain
identical to the default model. At higher redshift, there are moderate
changes in the quantities of interest as shown in Fig. 4. We find that
in this model, the electron scattering optical depth is reduced to
τ el = 0.072 as opposed to τ el = 0.086 in the default model. The
value of τ el in the late reionization model is therefore lower than
the 2013 Planck constraints obtained from Planck temperature and
Wilkinson Microwave Anisotropy Probe polarization data (Planck
Collaboration XVI 2014), but is fully consistent with the latest
Planck result τ el = 0.066 ± 0.016 (Planck Collaboration XIII 2015).

4 TH E T R A N S M I S S I V I T Y O F T H E LYα L I N E

4.1 Damping wings redwards of the systemic redshift

We now examine the Lyα opacity arising from the IGM in our mod-
els. To make contact with the earlier work of Bolton & Haehnelt
(2013), we therefore first discuss the effects of the self-shielding
prescription on Lyα absorption spectra. For this, we need to con-
struct sightlines from the simulation box. We use the following
method for calculating the absorption spectra: (i) we first extract
sightlines parallel to the box boundaries through the most massive
dark matter haloes in the simulation box. (ii) Each of these sight-
lines is spliced with other randomly drawn sightlines in the box
to form a sightline of length 100 h−1 cMpc. (iii) The Lyα optical
depth, τLyα , is estimated along each line of sight given a value for
#H I. We should mention that we do not attempt to model the com-
plexities arising from radiative transfer within the host halo, hence
as in Bolton & Haehnelt (2013) we ignore the contribution of any
neutral gas within 20 pkpc of the centre of the host halo.

The distribution of the transmitted fraction, e−τLyα , for 600 such
sightlines is shown in Fig. 5 for two different values of the pho-
toionization rates and for different self-shielding prescriptions. The
corresponding neutral volume fraction for these models is given in
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Figure 4. Overview of the main properties of our reionization models. Our default and late reionization models are shown in blue and red, respectively. In light
grey is shown a model, called the very late reionization model, where Lyα emitters and ionized regions are assumed to be strongly correlated (see Section 4.3
and Appendix C for a detailed discussion). The black solid curves show predictions of the HM2012 UV-background model for reference. Our models are
calibrated by fixing the evolution of the ionized mass fraction, QM(z). All other quantities are calculated self-consistently. For the default model, QM(z) was
set equal to the ionized fraction in the HM2012 ‘minimal reionization model’. The QM(z) chosen in our late reionization model is also shown in the upper left
panel, as well as the ionized volume fractions, QV(z). The upper middle panel compares the optical depth due to Thomson scattering to the Planck 2013 and
2015 results (Planck Collaboration XVI 2014; Planck Collaboration XIII 2015). The upper right panel shows the average hydrogen photoionization rate within
ionized regions obtained in our models. Observational constraints from Wyithe & Bolton (2011, hereafter WB11), Calverley et al. (2011, hereafter C11) and
Becker & Bolton (2013, hereafter BB13) are shown for reference. The lower left panel displays the mean-free path of ionizing photons at 1 Ryd measured
from our hybrid box. The data are from Worseck et al. (2014, hereafter W14) and Songaila & Cowie (2010, hereafter SC10). The lower middle panel shows the
clumping factor in the ionized regions. To allow a direct comparison to the clumping factor used in HM2012, we have also computed the clumping factor C100
of gas below an overdensity of 100. The lower right panel shows the globally averaged comoving emission rates of ionizing photons that our models imply,
compared to the rate predicted by the HM2012 UV-background model.

z < 7 (z > 7). The green squares in the lower middle panel show
that we get a very similar clumping factor as HM2012 if we choose
the same fixed self-shielding threshold of "ss = 100. The small dif-
ference is due to a somewhat later reionization redshift in our small
box (z = 15) compared to that of the simulations in Pawlik, Schaye
& van Scherpenzeel (2009, z = 19.5) on which the HM2012 pre-
diction for the clumping factor is based. Once we choose the time
evolution of QM to be same as in HM2012 in our default reionization
model, the values of #H I and λmfp are close to those in HM2012.
At high redshift, the photoionization rate is slightly higher as the
photoionization rate within ionized regions is weighed inversely by
the volume filling factor QV.

In our late reionization model, the properties at z ≤ 6 remain
identical to the default model. At higher redshift, there are moderate
changes in the quantities of interest as shown in Fig. 4. We find that
in this model, the electron scattering optical depth is reduced to
τ el = 0.072 as opposed to τ el = 0.086 in the default model. The
value of τ el in the late reionization model is therefore lower than
the 2013 Planck constraints obtained from Planck temperature and
Wilkinson Microwave Anisotropy Probe polarization data (Planck
Collaboration XVI 2014), but is fully consistent with the latest
Planck result τ el = 0.066 ± 0.016 (Planck Collaboration XIII 2015).

4 TH E T R A N S M I S S I V I T Y O F T H E LYα L I N E

4.1 Damping wings redwards of the systemic redshift

We now examine the Lyα opacity arising from the IGM in our mod-
els. To make contact with the earlier work of Bolton & Haehnelt
(2013), we therefore first discuss the effects of the self-shielding
prescription on Lyα absorption spectra. For this, we need to con-
struct sightlines from the simulation box. We use the following
method for calculating the absorption spectra: (i) we first extract
sightlines parallel to the box boundaries through the most massive
dark matter haloes in the simulation box. (ii) Each of these sight-
lines is spliced with other randomly drawn sightlines in the box
to form a sightline of length 100 h−1 cMpc. (iii) The Lyα optical
depth, τLyα , is estimated along each line of sight given a value for
#H I. We should mention that we do not attempt to model the com-
plexities arising from radiative transfer within the host halo, hence
as in Bolton & Haehnelt (2013) we ignore the contribution of any
neutral gas within 20 pkpc of the centre of the host halo.

The distribution of the transmitted fraction, e−τLyα , for 600 such
sightlines is shown in Fig. 5 for two different values of the pho-
toionization rates and for different self-shielding prescriptions. The
corresponding neutral volume fraction for these models is given in
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Figure 4. Overview of the main properties of our reionization models. Our default and late reionization models are shown in blue and red, respectively. In light
grey is shown a model, called the very late reionization model, where Lyα emitters and ionized regions are assumed to be strongly correlated (see Section 4.3
and Appendix C for a detailed discussion). The black solid curves show predictions of the HM2012 UV-background model for reference. Our models are
calibrated by fixing the evolution of the ionized mass fraction, QM(z). All other quantities are calculated self-consistently. For the default model, QM(z) was
set equal to the ionized fraction in the HM2012 ‘minimal reionization model’. The QM(z) chosen in our late reionization model is also shown in the upper left
panel, as well as the ionized volume fractions, QV(z). The upper middle panel compares the optical depth due to Thomson scattering to the Planck 2013 and
2015 results (Planck Collaboration XVI 2014; Planck Collaboration XIII 2015). The upper right panel shows the average hydrogen photoionization rate within
ionized regions obtained in our models. Observational constraints from Wyithe & Bolton (2011, hereafter WB11), Calverley et al. (2011, hereafter C11) and
Becker & Bolton (2013, hereafter BB13) are shown for reference. The lower left panel displays the mean-free path of ionizing photons at 1 Ryd measured
from our hybrid box. The data are from Worseck et al. (2014, hereafter W14) and Songaila & Cowie (2010, hereafter SC10). The lower middle panel shows the
clumping factor in the ionized regions. To allow a direct comparison to the clumping factor used in HM2012, we have also computed the clumping factor C100
of gas below an overdensity of 100. The lower right panel shows the globally averaged comoving emission rates of ionizing photons that our models imply,
compared to the rate predicted by the HM2012 UV-background model.

z < 7 (z > 7). The green squares in the lower middle panel show
that we get a very similar clumping factor as HM2012 if we choose
the same fixed self-shielding threshold of "ss = 100. The small dif-
ference is due to a somewhat later reionization redshift in our small
box (z = 15) compared to that of the simulations in Pawlik, Schaye
& van Scherpenzeel (2009, z = 19.5) on which the HM2012 pre-
diction for the clumping factor is based. Once we choose the time
evolution of QM to be same as in HM2012 in our default reionization
model, the values of #H I and λmfp are close to those in HM2012.
At high redshift, the photoionization rate is slightly higher as the
photoionization rate within ionized regions is weighed inversely by
the volume filling factor QV.

In our late reionization model, the properties at z ≤ 6 remain
identical to the default model. At higher redshift, there are moderate
changes in the quantities of interest as shown in Fig. 4. We find that
in this model, the electron scattering optical depth is reduced to
τ el = 0.072 as opposed to τ el = 0.086 in the default model. The
value of τ el in the late reionization model is therefore lower than
the 2013 Planck constraints obtained from Planck temperature and
Wilkinson Microwave Anisotropy Probe polarization data (Planck
Collaboration XVI 2014), but is fully consistent with the latest
Planck result τ el = 0.066 ± 0.016 (Planck Collaboration XIII 2015).
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We now examine the Lyα opacity arising from the IGM in our mod-
els. To make contact with the earlier work of Bolton & Haehnelt
(2013), we therefore first discuss the effects of the self-shielding
prescription on Lyα absorption spectra. For this, we need to con-
struct sightlines from the simulation box. We use the following
method for calculating the absorption spectra: (i) we first extract
sightlines parallel to the box boundaries through the most massive
dark matter haloes in the simulation box. (ii) Each of these sight-
lines is spliced with other randomly drawn sightlines in the box
to form a sightline of length 100 h−1 cMpc. (iii) The Lyα optical
depth, τLyα , is estimated along each line of sight given a value for
#H I. We should mention that we do not attempt to model the com-
plexities arising from radiative transfer within the host halo, hence
as in Bolton & Haehnelt (2013) we ignore the contribution of any
neutral gas within 20 pkpc of the centre of the host halo.

The distribution of the transmitted fraction, e−τLyα , for 600 such
sightlines is shown in Fig. 5 for two different values of the pho-
toionization rates and for different self-shielding prescriptions. The
corresponding neutral volume fraction for these models is given in
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Figure 4. Overview of the main properties of our reionization models. Our default and late reionization models are shown in blue and red, respectively. In light
grey is shown a model, called the very late reionization model, where Lyα emitters and ionized regions are assumed to be strongly correlated (see Section 4.3
and Appendix C for a detailed discussion). The black solid curves show predictions of the HM2012 UV-background model for reference. Our models are
calibrated by fixing the evolution of the ionized mass fraction, QM(z). All other quantities are calculated self-consistently. For the default model, QM(z) was
set equal to the ionized fraction in the HM2012 ‘minimal reionization model’. The QM(z) chosen in our late reionization model is also shown in the upper left
panel, as well as the ionized volume fractions, QV(z). The upper middle panel compares the optical depth due to Thomson scattering to the Planck 2013 and
2015 results (Planck Collaboration XVI 2014; Planck Collaboration XIII 2015). The upper right panel shows the average hydrogen photoionization rate within
ionized regions obtained in our models. Observational constraints from Wyithe & Bolton (2011, hereafter WB11), Calverley et al. (2011, hereafter C11) and
Becker & Bolton (2013, hereafter BB13) are shown for reference. The lower left panel displays the mean-free path of ionizing photons at 1 Ryd measured
from our hybrid box. The data are from Worseck et al. (2014, hereafter W14) and Songaila & Cowie (2010, hereafter SC10). The lower middle panel shows the
clumping factor in the ionized regions. To allow a direct comparison to the clumping factor used in HM2012, we have also computed the clumping factor C100
of gas below an overdensity of 100. The lower right panel shows the globally averaged comoving emission rates of ionizing photons that our models imply,
compared to the rate predicted by the HM2012 UV-background model.

z < 7 (z > 7). The green squares in the lower middle panel show
that we get a very similar clumping factor as HM2012 if we choose
the same fixed self-shielding threshold of "ss = 100. The small dif-
ference is due to a somewhat later reionization redshift in our small
box (z = 15) compared to that of the simulations in Pawlik, Schaye
& van Scherpenzeel (2009, z = 19.5) on which the HM2012 pre-
diction for the clumping factor is based. Once we choose the time
evolution of QM to be same as in HM2012 in our default reionization
model, the values of #H I and λmfp are close to those in HM2012.
At high redshift, the photoionization rate is slightly higher as the
photoionization rate within ionized regions is weighed inversely by
the volume filling factor QV.

In our late reionization model, the properties at z ≤ 6 remain
identical to the default model. At higher redshift, there are moderate
changes in the quantities of interest as shown in Fig. 4. We find that
in this model, the electron scattering optical depth is reduced to
τ el = 0.072 as opposed to τ el = 0.086 in the default model. The
value of τ el in the late reionization model is therefore lower than
the 2013 Planck constraints obtained from Planck temperature and
Wilkinson Microwave Anisotropy Probe polarization data (Planck
Collaboration XVI 2014), but is fully consistent with the latest
Planck result τ el = 0.066 ± 0.016 (Planck Collaboration XIII 2015).

4 TH E T R A N S M I S S I V I T Y O F T H E LYα L I N E

4.1 Damping wings redwards of the systemic redshift

We now examine the Lyα opacity arising from the IGM in our mod-
els. To make contact with the earlier work of Bolton & Haehnelt
(2013), we therefore first discuss the effects of the self-shielding
prescription on Lyα absorption spectra. For this, we need to con-
struct sightlines from the simulation box. We use the following
method for calculating the absorption spectra: (i) we first extract
sightlines parallel to the box boundaries through the most massive
dark matter haloes in the simulation box. (ii) Each of these sight-
lines is spliced with other randomly drawn sightlines in the box
to form a sightline of length 100 h−1 cMpc. (iii) The Lyα optical
depth, τLyα , is estimated along each line of sight given a value for
#H I. We should mention that we do not attempt to model the com-
plexities arising from radiative transfer within the host halo, hence
as in Bolton & Haehnelt (2013) we ignore the contribution of any
neutral gas within 20 pkpc of the centre of the host halo.

The distribution of the transmitted fraction, e−τLyα , for 600 such
sightlines is shown in Fig. 5 for two different values of the pho-
toionization rates and for different self-shielding prescriptions. The
corresponding neutral volume fraction for these models is given in
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Figure 4. Overview of the main properties of our reionization models. Our default and late reionization models are shown in blue and red, respectively. In light
grey is shown a model, called the very late reionization model, where Lyα emitters and ionized regions are assumed to be strongly correlated (see Section 4.3
and Appendix C for a detailed discussion). The black solid curves show predictions of the HM2012 UV-background model for reference. Our models are
calibrated by fixing the evolution of the ionized mass fraction, QM(z). All other quantities are calculated self-consistently. For the default model, QM(z) was
set equal to the ionized fraction in the HM2012 ‘minimal reionization model’. The QM(z) chosen in our late reionization model is also shown in the upper left
panel, as well as the ionized volume fractions, QV(z). The upper middle panel compares the optical depth due to Thomson scattering to the Planck 2013 and
2015 results (Planck Collaboration XVI 2014; Planck Collaboration XIII 2015). The upper right panel shows the average hydrogen photoionization rate within
ionized regions obtained in our models. Observational constraints from Wyithe & Bolton (2011, hereafter WB11), Calverley et al. (2011, hereafter C11) and
Becker & Bolton (2013, hereafter BB13) are shown for reference. The lower left panel displays the mean-free path of ionizing photons at 1 Ryd measured
from our hybrid box. The data are from Worseck et al. (2014, hereafter W14) and Songaila & Cowie (2010, hereafter SC10). The lower middle panel shows the
clumping factor in the ionized regions. To allow a direct comparison to the clumping factor used in HM2012, we have also computed the clumping factor C100
of gas below an overdensity of 100. The lower right panel shows the globally averaged comoving emission rates of ionizing photons that our models imply,
compared to the rate predicted by the HM2012 UV-background model.

z < 7 (z > 7). The green squares in the lower middle panel show
that we get a very similar clumping factor as HM2012 if we choose
the same fixed self-shielding threshold of "ss = 100. The small dif-
ference is due to a somewhat later reionization redshift in our small
box (z = 15) compared to that of the simulations in Pawlik, Schaye
& van Scherpenzeel (2009, z = 19.5) on which the HM2012 pre-
diction for the clumping factor is based. Once we choose the time
evolution of QM to be same as in HM2012 in our default reionization
model, the values of #H I and λmfp are close to those in HM2012.
At high redshift, the photoionization rate is slightly higher as the
photoionization rate within ionized regions is weighed inversely by
the volume filling factor QV.

In our late reionization model, the properties at z ≤ 6 remain
identical to the default model. At higher redshift, there are moderate
changes in the quantities of interest as shown in Fig. 4. We find that
in this model, the electron scattering optical depth is reduced to
τ el = 0.072 as opposed to τ el = 0.086 in the default model. The
value of τ el in the late reionization model is therefore lower than
the 2013 Planck constraints obtained from Planck temperature and
Wilkinson Microwave Anisotropy Probe polarization data (Planck
Collaboration XVI 2014), but is fully consistent with the latest
Planck result τ el = 0.066 ± 0.016 (Planck Collaboration XIII 2015).

4 TH E T R A N S M I S S I V I T Y O F T H E LYα L I N E

4.1 Damping wings redwards of the systemic redshift

We now examine the Lyα opacity arising from the IGM in our mod-
els. To make contact with the earlier work of Bolton & Haehnelt
(2013), we therefore first discuss the effects of the self-shielding
prescription on Lyα absorption spectra. For this, we need to con-
struct sightlines from the simulation box. We use the following
method for calculating the absorption spectra: (i) we first extract
sightlines parallel to the box boundaries through the most massive
dark matter haloes in the simulation box. (ii) Each of these sight-
lines is spliced with other randomly drawn sightlines in the box
to form a sightline of length 100 h−1 cMpc. (iii) The Lyα optical
depth, τLyα , is estimated along each line of sight given a value for
#H I. We should mention that we do not attempt to model the com-
plexities arising from radiative transfer within the host halo, hence
as in Bolton & Haehnelt (2013) we ignore the contribution of any
neutral gas within 20 pkpc of the centre of the host halo.

The distribution of the transmitted fraction, e−τLyα , for 600 such
sightlines is shown in Fig. 5 for two different values of the pho-
toionization rates and for different self-shielding prescriptions. The
corresponding neutral volume fraction for these models is given in
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Table 1. The volume-averaged residual neutral hydrogen fraction
at z = 7 for the self-shielding models displayed in Fig. 2.

Model x̄V
H I

log10(!H I/s−1) = −13.6 log10(!H I/s−1) = −12.8

No-SS 2.1 × 10−3 3.4 × 10−4

SS 3.0 × 10−2 2.6 × 10−3

SS-R 6.5 × 10−3 6.3 × 10−4

3 C A L I B R AT I N G T H E R E I O N I Z ATI O N
H I S TO RY I N T H E H Y B R I D S I M U L AT I O N

3.1 Constructing the hybrid simulation

We now turn to describe how we combine the small and large boxes
in our hybrid approach and calibrate the reionization history. This
involves replicating the small box and superimposing the large-
scale ionization map from the large box. The baryonic density field
in the hybrid box is calculated using only the small box, while the
peculiar velocity field is obtained by adding the large-scale modes
from the large box to the velocity field of the small box (the details
of this procedure are discussed in Appendix B). Fig. 3 illustrates
this approach, where we exploit the periodicity of the simulation
and apply a random translation and rotation to the particle positions
and velocities in each copy of the small box. However, in order to
correctly include the Lyα opacity of the intervening IGM in this
hybrid volume, we must calculate a photoionization rate consistent
with the overall ionized fraction of hydrogen in the large box.

There are still rather large uncertainties with regard to the back-
ground photoionization rate during reionization. At the tail end of
reionization at 5 < z < 6, observational data are based on the
observed mean transmitted flux and the proximity effect in QSO
absorption spectra (Wyithe & Bolton 2011; Calverley et al. 2011).
These measurements utilize numerical hydrodynamical simulations
which are very similar to our small simulation box. At z > 6 the
best constraints come from the observed UV luminosity functions
of high-redshift galaxies (see Robertson et al. 2013, for recent re-
sults). Unfortunately, the latter probe the UV emissivity somewhat
redwards of the Lyman limit and require considerable extrapolation
in order to estimate the ionizing emissivity. As the recently updated
UV-background model presented by HM2012 takes into account
these and other observations, we use this model as benchmark to
calibrate the reionization history of our simulation at z > 6. We now
briefly describe this calibration procedure below. Further details are
discussed in Appendix A.

First, in order to compute the Lyα optical depth in the hybrid
simulation at each redshift, we require the photoionization rate,
!H I, within the ionized bubbles. We estimate this self-consistently
by the following iterative process. We start with a trial value of
!H I, and for a given self-shielding prescription we may then use
this to estimate the average mean-free path for ionizing photons,
λmfp, and the clumping factor of the gas, C, within ionized bubbles
(see Appendix A for details). The knowledge of λmfp allows us to
estimate the globally averaged comoving photon emissivity as (e.g.
Kuhlen & Faucher-Giguère 2012; Becker & Bolton 2013)

ṅion = !H I QV

(1 + z)2σHλmfp

(
αb + 3

αs

)
, (5)

where αs is the spectral index of the ionizing sources (in this case,
the stars) at λ < 912 Å and αb is the spectral index of the ioniz-
ing background. The factor QV, which is the ionized fraction by
volume, converts the photon emissivity in ionized bubbles to the

globally averaged value. The quantity (αb + 3)/αs is estimated
from the model of Haardt & Madau (2012) by computing the ratio
ṅionλmfp/(!H I QV).

One can then estimate the time derivative of the mass-averaged
ionization fraction, QM, from the equation (e.g. Madau, Haardt &
Rees 1999)

dQM

dt
= ṅion

nH
− QM

trec
. (6)

The recombination time-scale trec is given by

trec = 1
C αR χ n̄H (1 + z)3

, (7)

where αR is the recombination rate coefficient for which we assume
the same value as HM2012. We assume that helium is singly ionized
in H II regions, so that χ = 1.08 is the number of free electrons per
hydrogen nucleus.

We then repeat this procedure iteratively until the evolution of
QM is matched to that of HM2012 at z < 9. Thus, for each redshift,
we choose a value of ionizing efficiency ζ eff (see equation 1) and
!H I that reproduce the assumed QM and dQM/dt at that redshift.
Note that this procedure breaks down in the post-reionization era
when QM = 1 and dQM/dt = 0. In that case, we assume a value
of !H I which is consistent with observations at z ∼ 5–6. The Lyα

optical depth can be easily computed once !H I is fixed.

3.2 Reionization histories

The iterative calibration of our model described above allows us
to fix one quantity, QM(z). All other quantities are then obtained
self-consistently from the hybrid simulation box. In this work, we
will consider three reionization histories:

(i) Default reionization model. QM(z) is set equal to the ionized
fraction in the HM2012 ‘minimal reionization model’, as discussed
above.

(ii) Late reionization model. This model is motivated by the rather
rapid evolution in ionized fraction between z = 6 and 8 required
to match the LAE data. We simply shift the QM(z) such that the
reionization is completed at z = 6 (as opposed to 6.7 in HM2012)
keeping the value of dQM/dz unchanged.

(iii) Very late reionization model. This model is introduced in
order to match the LAE data assuming LAEs and ionized regions are
strongly correlated (see Section 4.3 and Appendix C for a detailed
discussion). The ionized fraction in this case evolves more rapidly
compared to the other two models.

The mass-averaged ionization fraction, QM(z) for the three mod-
els is shown in the upper left panel of Fig. 4. The figure also displays
the evolution of several other quantities describing the progress
of reionization, along with a comparison to observations and the
HM2012 predictions. By construction, we find good agreement
with the observed photoionization rates at z = 5–6. We also find
reasonable agreement with the observed mean-free path at these
redshifts. This is not surprising as these have been inferred from the
observational data using simulations very similar to our small box.
The ionizing emissivity in our default reionization model differs
very little (!25 per cent) from that assumed in HM2012. The dif-
ference is mainly due to a different clumping factor; HM2012 have
assumed a fixed density threshold of 'ss = 100 for self-shielding,
while we have calculated it self-consistently. The clumping fac-
tor in our models therefore increases more rapidly with decreasing
redshift. It is larger (smaller) than that in the HM2012 model at
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Figure 4. Overview of the main properties of our reionization models. Our default and late reionization models are shown in blue and red, respectively. In light
grey is shown a model, called the very late reionization model, where Lyα emitters and ionized regions are assumed to be strongly correlated (see Section 4.3
and Appendix C for a detailed discussion). The black solid curves show predictions of the HM2012 UV-background model for reference. Our models are
calibrated by fixing the evolution of the ionized mass fraction, QM(z). All other quantities are calculated self-consistently. For the default model, QM(z) was
set equal to the ionized fraction in the HM2012 ‘minimal reionization model’. The QM(z) chosen in our late reionization model is also shown in the upper left
panel, as well as the ionized volume fractions, QV(z). The upper middle panel compares the optical depth due to Thomson scattering to the Planck 2013 and
2015 results (Planck Collaboration XVI 2014; Planck Collaboration XIII 2015). The upper right panel shows the average hydrogen photoionization rate within
ionized regions obtained in our models. Observational constraints from Wyithe & Bolton (2011, hereafter WB11), Calverley et al. (2011, hereafter C11) and
Becker & Bolton (2013, hereafter BB13) are shown for reference. The lower left panel displays the mean-free path of ionizing photons at 1 Ryd measured
from our hybrid box. The data are from Worseck et al. (2014, hereafter W14) and Songaila & Cowie (2010, hereafter SC10). The lower middle panel shows the
clumping factor in the ionized regions. To allow a direct comparison to the clumping factor used in HM2012, we have also computed the clumping factor C100
of gas below an overdensity of 100. The lower right panel shows the globally averaged comoving emission rates of ionizing photons that our models imply,
compared to the rate predicted by the HM2012 UV-background model.

z < 7 (z > 7). The green squares in the lower middle panel show
that we get a very similar clumping factor as HM2012 if we choose
the same fixed self-shielding threshold of "ss = 100. The small dif-
ference is due to a somewhat later reionization redshift in our small
box (z = 15) compared to that of the simulations in Pawlik, Schaye
& van Scherpenzeel (2009, z = 19.5) on which the HM2012 pre-
diction for the clumping factor is based. Once we choose the time
evolution of QM to be same as in HM2012 in our default reionization
model, the values of #H I and λmfp are close to those in HM2012.
At high redshift, the photoionization rate is slightly higher as the
photoionization rate within ionized regions is weighed inversely by
the volume filling factor QV.

In our late reionization model, the properties at z ≤ 6 remain
identical to the default model. At higher redshift, there are moderate
changes in the quantities of interest as shown in Fig. 4. We find that
in this model, the electron scattering optical depth is reduced to
τ el = 0.072 as opposed to τ el = 0.086 in the default model. The
value of τ el in the late reionization model is therefore lower than
the 2013 Planck constraints obtained from Planck temperature and
Wilkinson Microwave Anisotropy Probe polarization data (Planck
Collaboration XVI 2014), but is fully consistent with the latest
Planck result τ el = 0.066 ± 0.016 (Planck Collaboration XIII 2015).

4 TH E T R A N S M I S S I V I T Y O F T H E LYα L I N E

4.1 Damping wings redwards of the systemic redshift

We now examine the Lyα opacity arising from the IGM in our mod-
els. To make contact with the earlier work of Bolton & Haehnelt
(2013), we therefore first discuss the effects of the self-shielding
prescription on Lyα absorption spectra. For this, we need to con-
struct sightlines from the simulation box. We use the following
method for calculating the absorption spectra: (i) we first extract
sightlines parallel to the box boundaries through the most massive
dark matter haloes in the simulation box. (ii) Each of these sight-
lines is spliced with other randomly drawn sightlines in the box
to form a sightline of length 100 h−1 cMpc. (iii) The Lyα optical
depth, τLyα , is estimated along each line of sight given a value for
#H I. We should mention that we do not attempt to model the com-
plexities arising from radiative transfer within the host halo, hence
as in Bolton & Haehnelt (2013) we ignore the contribution of any
neutral gas within 20 pkpc of the centre of the host halo.

The distribution of the transmitted fraction, e−τLyα , for 600 such
sightlines is shown in Fig. 5 for two different values of the pho-
toionization rates and for different self-shielding prescriptions. The
corresponding neutral volume fraction for these models is given in
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Table 1. The volume-averaged residual neutral hydrogen fraction
at z = 7 for the self-shielding models displayed in Fig. 2.

Model x̄V
H I

log10(!H I/s−1) = −13.6 log10(!H I/s−1) = −12.8

No-SS 2.1 × 10−3 3.4 × 10−4

SS 3.0 × 10−2 2.6 × 10−3

SS-R 6.5 × 10−3 6.3 × 10−4

3 C A L I B R AT I N G T H E R E I O N I Z ATI O N
H I S TO RY I N T H E H Y B R I D S I M U L AT I O N

3.1 Constructing the hybrid simulation

We now turn to describe how we combine the small and large boxes
in our hybrid approach and calibrate the reionization history. This
involves replicating the small box and superimposing the large-
scale ionization map from the large box. The baryonic density field
in the hybrid box is calculated using only the small box, while the
peculiar velocity field is obtained by adding the large-scale modes
from the large box to the velocity field of the small box (the details
of this procedure are discussed in Appendix B). Fig. 3 illustrates
this approach, where we exploit the periodicity of the simulation
and apply a random translation and rotation to the particle positions
and velocities in each copy of the small box. However, in order to
correctly include the Lyα opacity of the intervening IGM in this
hybrid volume, we must calculate a photoionization rate consistent
with the overall ionized fraction of hydrogen in the large box.

There are still rather large uncertainties with regard to the back-
ground photoionization rate during reionization. At the tail end of
reionization at 5 < z < 6, observational data are based on the
observed mean transmitted flux and the proximity effect in QSO
absorption spectra (Wyithe & Bolton 2011; Calverley et al. 2011).
These measurements utilize numerical hydrodynamical simulations
which are very similar to our small simulation box. At z > 6 the
best constraints come from the observed UV luminosity functions
of high-redshift galaxies (see Robertson et al. 2013, for recent re-
sults). Unfortunately, the latter probe the UV emissivity somewhat
redwards of the Lyman limit and require considerable extrapolation
in order to estimate the ionizing emissivity. As the recently updated
UV-background model presented by HM2012 takes into account
these and other observations, we use this model as benchmark to
calibrate the reionization history of our simulation at z > 6. We now
briefly describe this calibration procedure below. Further details are
discussed in Appendix A.

First, in order to compute the Lyα optical depth in the hybrid
simulation at each redshift, we require the photoionization rate,
!H I, within the ionized bubbles. We estimate this self-consistently
by the following iterative process. We start with a trial value of
!H I, and for a given self-shielding prescription we may then use
this to estimate the average mean-free path for ionizing photons,
λmfp, and the clumping factor of the gas, C, within ionized bubbles
(see Appendix A for details). The knowledge of λmfp allows us to
estimate the globally averaged comoving photon emissivity as (e.g.
Kuhlen & Faucher-Giguère 2012; Becker & Bolton 2013)

ṅion = !H I QV

(1 + z)2σHλmfp

(
αb + 3

αs

)
, (5)

where αs is the spectral index of the ionizing sources (in this case,
the stars) at λ < 912 Å and αb is the spectral index of the ioniz-
ing background. The factor QV, which is the ionized fraction by
volume, converts the photon emissivity in ionized bubbles to the

globally averaged value. The quantity (αb + 3)/αs is estimated
from the model of Haardt & Madau (2012) by computing the ratio
ṅionλmfp/(!H I QV).

One can then estimate the time derivative of the mass-averaged
ionization fraction, QM, from the equation (e.g. Madau, Haardt &
Rees 1999)

dQM

dt
= ṅion

nH
− QM

trec
. (6)

The recombination time-scale trec is given by

trec = 1
C αR χ n̄H (1 + z)3

, (7)

where αR is the recombination rate coefficient for which we assume
the same value as HM2012. We assume that helium is singly ionized
in H II regions, so that χ = 1.08 is the number of free electrons per
hydrogen nucleus.

We then repeat this procedure iteratively until the evolution of
QM is matched to that of HM2012 at z < 9. Thus, for each redshift,
we choose a value of ionizing efficiency ζ eff (see equation 1) and
!H I that reproduce the assumed QM and dQM/dt at that redshift.
Note that this procedure breaks down in the post-reionization era
when QM = 1 and dQM/dt = 0. In that case, we assume a value
of !H I which is consistent with observations at z ∼ 5–6. The Lyα

optical depth can be easily computed once !H I is fixed.

3.2 Reionization histories

The iterative calibration of our model described above allows us
to fix one quantity, QM(z). All other quantities are then obtained
self-consistently from the hybrid simulation box. In this work, we
will consider three reionization histories:

(i) Default reionization model. QM(z) is set equal to the ionized
fraction in the HM2012 ‘minimal reionization model’, as discussed
above.

(ii) Late reionization model. This model is motivated by the rather
rapid evolution in ionized fraction between z = 6 and 8 required
to match the LAE data. We simply shift the QM(z) such that the
reionization is completed at z = 6 (as opposed to 6.7 in HM2012)
keeping the value of dQM/dz unchanged.

(iii) Very late reionization model. This model is introduced in
order to match the LAE data assuming LAEs and ionized regions are
strongly correlated (see Section 4.3 and Appendix C for a detailed
discussion). The ionized fraction in this case evolves more rapidly
compared to the other two models.

The mass-averaged ionization fraction, QM(z) for the three mod-
els is shown in the upper left panel of Fig. 4. The figure also displays
the evolution of several other quantities describing the progress
of reionization, along with a comparison to observations and the
HM2012 predictions. By construction, we find good agreement
with the observed photoionization rates at z = 5–6. We also find
reasonable agreement with the observed mean-free path at these
redshifts. This is not surprising as these have been inferred from the
observational data using simulations very similar to our small box.
The ionizing emissivity in our default reionization model differs
very little (!25 per cent) from that assumed in HM2012. The dif-
ference is mainly due to a different clumping factor; HM2012 have
assumed a fixed density threshold of 'ss = 100 for self-shielding,
while we have calculated it self-consistently. The clumping fac-
tor in our models therefore increases more rapidly with decreasing
redshift. It is larger (smaller) than that in the HM2012 model at
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Figure 6. Maps of the transmissivity for Ly↵ emission lines at di↵erent redshifts. The two upper rows show results for the default
reionization model, while the two lower rows show results for the late reionization model. The intrinsic velocity shift is �vint = 100 km
s�1, and the width of the Ly↵ profile is � = 88 km s�1. The self-shielding is implemented according to the SS-R model. The maps are
coloured according to the transmissivity of the nearest emitter as seen in projection.
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Redshift evolution of the transmissivity

evolving velocity 
shift

constant velocity 
shift274 T. R. Choudhury et al.

Figure 10. Evolution of the mean Lyα transmissivity of the IGM for the SS-R model, normalized to that at a particular redshift. The redward shift "vint of the
Lyα line is 100kms−1 in the left-hand panel and assumed to evolve with redshift as "vint = 100kms−1[(1 + z)/7]−3 in the right-hand panel. The observational
constraints are from Ouchi et al. (2010) and Konno et al. (2014). The error bars on the simulation data display the 68 per cent scatter for the 25 000 sightlines
considered.

transmissivity for the Lyα emission line. The Lyα transmissivity
is thus very sensitive not only to the ionized volume fraction and
amplitude of the local ionizing background, but also the relative
velocity shift of the Lyα emission. Our default reionization model
predicts an evolution of the Lyα REW distribution somewhat slower
than observed, suggesting that additional factors contribute to the
observed rapid demise of Lyα emission with increasing redshift at
z > 6. The predicted evolution is also somewhat slower than that
found in Bolton & Haehnelt (2013), mainly because of our im-
proved modelling of the self-shielding of neutral hydrogen based
on the results of the radiative transfer calculations by Rahmati et al.
(2013).

We have furthermore identified the observed apparent decrease
of the redwards shift of the intrinsic Lyα emission with increasing
redshift (Stark et al. 2015) as an important factor which may con-
tribute significantly to the evolution of the Lyα emission at z > 6.
Interestingly such a decreasing redwards shift may be physically
linked to the postulated increase in escape fraction of ionizing ra-
diation (Kuhlen & Faucher-Giguère 2012; Robertson et al. 2013;
Ferrara & Loeb 2013; Becker & Bolton 2013) and the expected
lower neutral hydrogen column densities in high-redshift galaxies
at z > 6.

A model where reionization completes somewhat later and
perhaps also more rapidly than assumed in the HM2012 UV-
background model, and where the intrinsic velocity shift of the
LAEs increases from 50 to 100 km s−1 between z = 8 and z = 6,
matches the observed rapid decrease of the observed Lyα emission
well. Based on the latest Planck results (Planck Collaboration XIII
2015), such a late reionization is no longer disfavoured by CMB
constraints. Accounting for the correlation of the location of ionized
regions and LAEs further strengthens this conclusion.

Forthcoming wide angle Lyα surveys aimed at a better character-
ization of the large-scale clustering properties of LAEs at z ∼ 6–8,
together with further improved modelling of the spatial distribution
of the Lyα emission line transmissivity of the kind we have pre-
sented here, should provide robust constraints on the timing and
patchiness of the reionization of hydrogen.
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Figure 7. The relationship between the Ly↵ velocity offset (�vLy↵) and
the galaxy absolute UV magnitude (MUV). The filled triangle, diamonds,
and circle show existing constraints at z > 6 from Stark et al. (2015a),
Willott et al. (2015), and this study. The open squares show the �vLy↵-
MUV relationship derived at z ' 2 � 3 in Erb et al. (2014). The Ly↵
equivalent width is given by the color bar at the top of the plot, with red
symbols corresponding to larger Ly↵ equivalent width than blue symbols.

z ' 7�8, the velocity offsets will be larger, boosting the transmis-
sion of Ly↵ through the IGM. The discovery of a 340 km s�1 veloc-
ity offset in EGS-zs8-1 (see §3.1) is consistent with this framework
(Figure 7), suggesting that the most luminous galaxies at z > 7
may have enough neutral gas at their systemic redshift to modulate
the Ly↵ profile. Additional support for the existence of a relation-
ship between MUV and �vLy↵ in the reionization era comes from
the discovery of large velocity offsets (�vLy↵ = 430, 504 km s�1)
in two of the most luminous galaxies known at z ' 6 (Willott et al.
2015). Further data are clearly required to determine the relation-
ship between �vLy↵ and MUV at z ' 6, yet the first results sug-
gest a scenario whereby large velocity offsets of luminous galaxies
allow Ly↵ to be more easily transmitted through the surrounding
IGM. Since luminous systems are also likely to trace overdense re-
gions within large ionized bubbles, the likelihood of detecting Ly↵
should be considerably greater in the most luminous galaxies at
z > 6. Evidence for luminosity-dependent evolution of LAEs at
z > 6 has been suggested in previous Ly↵ fraction studies (e.g.,
Ono et al. 2012) and is also consistent with the lack of evolution at
the bright end of the Ly↵ luminosity function over 5.7 < z < 6.6
(e.g., Matthee et al. 2015).

6 SUMMARY

We present new Keck/MOSFIRE spectroscopic observations of
three of the four luminous z > 7 galaxies presented in Roberts-
Borsani et al. (2016). The galaxies are selected to have a large
flux excess in the [4.5] IRAC filter, indicative of intense [OIII]+H�
emission. Previous spectroscopic follow-up has revealed Ly↵ emis-
sion in two of the four galaxies and a tentative detection in a
third system. Our new MOSFIRE observations confirm that Ly↵ is

2 4 6 8
z

−200

0

200

400

600

800

1000

∆
 v

Ly
α
 (k

m
/s

)

−23.0 −22.1 −21.2 −20.3 −19.4 −18.5

MUV

This work
Willott+15
Stark+15a
Schenker+13
Erb+14

Choudhury+15

+

Figure 8. The relationship between the Ly↵ velocity offset (�vLy↵) and
redshift. The top color bar indicates the absolute magnitude, MUV, of indi-
vidual galaxies. The model of velocity offsets adopted in Choudhury et al.
(2015) is shown as the dotted line. Ly↵ observations at z > 6 are likely to
be biased toward detection of systems with large Ly↵ velocity offsets.

present in the entire sample. We detect Ly↵ emission in the galaxy
COS-zs7-1, confirming its redshift as zLy↵ = 7.154, and we de-
tect Ly↵ in EGS-zs8-2 at zLy↵ = 7.477, verifying the lower S/N
detection presented in Roberts-Borsani et al. (2016).

The ubiquity of Ly↵ emission in this photometric sample is
puzzling given that the IGM is expected to be significantly neu-
tral over 7 < z < 9. To investigate the potential implications
for reionization, we have initiated a campaign to target UV metal
line emission in the four Ly↵ emitters. We present the detection
of very large equivalent width [CIII], CIII] ��1907,1909 Å emis-
sion in EGS-zs8-1 (WCIII],0 = 22 ± 2 Å), a galaxy previously
shown by Oesch et al. (2015) to have Ly↵ emission at z = 7.73.
The centroid of CIII] reveals that Ly↵ is redshifted from systemic
by 340+15

�30 km/s. This velocity offset is larger than that commonly
found in less luminous systems and suggests that a correlation be-
tween velocity offset and luminosity, known to exist at z ' 2 (Erb
et al. 2014), may already be in place in the reionization era. Phys-
ically, the velocity offset is modulated by the properties of neutral
hydrogen at the systemic redshift of the galaxy. The existence of
large velocity offsets at z > 6 suggests that a substantial amount of
gas has already accumulated at the line center in the most massive
galaxies, forcing Ly↵ to escape at redder wavelengths. We consider
the requirements to match the broadband SEDs and UV metal line
properties of the Roberts-Borsani et al. (2016) galaxies using the
new BEAGLE tool (Chevallard & Charlot 2016). The red IRAC
colors require the presence of an hard ionizing spectrum (log10

⇠⇤ion ' 25.6) in all of the galaxies, while the detection of intense
[CIII], CIII] emission in EGS-zs8-1 additionally requires models
with reasonably low metallicity (0.11 Z�).

These initial results provide the context for understanding why
Ly↵ appears so frequently in the luminous sample of galaxies dis-
covered in Roberts-Borsani et al. (2016). The observability of Ly↵
at z > 7 depends on the transmission through both the galaxy and
the IGM. We argue that the product of both quantities is maximized
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Figure 10. Evolution of the mean Lyα transmissivity of the IGM for the SS-R model, normalized to that at a particular redshift. The redward shift "vint of the
Lyα line is 100kms−1 in the left-hand panel and assumed to evolve with redshift as "vint = 100kms−1[(1 + z)/7]−3 in the right-hand panel. The observational
constraints are from Ouchi et al. (2010) and Konno et al. (2014). The error bars on the simulation data display the 68 per cent scatter for the 25 000 sightlines
considered.

transmissivity for the Lyα emission line. The Lyα transmissivity
is thus very sensitive not only to the ionized volume fraction and
amplitude of the local ionizing background, but also the relative
velocity shift of the Lyα emission. Our default reionization model
predicts an evolution of the Lyα REW distribution somewhat slower
than observed, suggesting that additional factors contribute to the
observed rapid demise of Lyα emission with increasing redshift at
z > 6. The predicted evolution is also somewhat slower than that
found in Bolton & Haehnelt (2013), mainly because of our im-
proved modelling of the self-shielding of neutral hydrogen based
on the results of the radiative transfer calculations by Rahmati et al.
(2013).

We have furthermore identified the observed apparent decrease
of the redwards shift of the intrinsic Lyα emission with increasing
redshift (Stark et al. 2015) as an important factor which may con-
tribute significantly to the evolution of the Lyα emission at z > 6.
Interestingly such a decreasing redwards shift may be physically
linked to the postulated increase in escape fraction of ionizing ra-
diation (Kuhlen & Faucher-Giguère 2012; Robertson et al. 2013;
Ferrara & Loeb 2013; Becker & Bolton 2013) and the expected
lower neutral hydrogen column densities in high-redshift galaxies
at z > 6.

A model where reionization completes somewhat later and
perhaps also more rapidly than assumed in the HM2012 UV-
background model, and where the intrinsic velocity shift of the
LAEs increases from 50 to 100 km s−1 between z = 8 and z = 6,
matches the observed rapid decrease of the observed Lyα emission
well. Based on the latest Planck results (Planck Collaboration XIII
2015), such a late reionization is no longer disfavoured by CMB
constraints. Accounting for the correlation of the location of ionized
regions and LAEs further strengthens this conclusion.

Forthcoming wide angle Lyα surveys aimed at a better character-
ization of the large-scale clustering properties of LAEs at z ∼ 6–8,
together with further improved modelling of the spatial distribution
of the Lyα emission line transmissivity of the kind we have pre-
sented here, should provide robust constraints on the timing and
patchiness of the reionization of hydrogen.
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Figure 9. Evolution of the REW distribution when the intrinsic redward shift !vint of the Lyα line is assumed to evolve with redshift as
!vint = 100kms−1[(1 + z)/7]−3. The left-hand panel is for the case where the correlation between Lyα emitters and ionized regions is ignored, while
the right-hand panel is for the case where the correlation is accounted for. All other parameter are the same as in the upper left panel of Fig. 8. The points with
error bars represent the observed data for faint UV galaxies with MUV > −20.25 (Stark et al. 2011, hereafter S11, composite data compiled by Ono et al. 2012,
hereafter O12; Pentericci et al. 2014, hereafter P14; Schenker et al. 2014, hereafter S14; Tilvi et al. 2014, hereafter T14).

left-hand panel of Fig. 9 where the solid lines are for the default
model and the dashed lines are for the late reionization model. The
default model combined with such an evolution of !vint still fails
to match the rapid drop of the z = 7 data points. However, the late
reionization model with a neutral fraction of ∼ 30 (50) per cent
at z = 7 (z = 8) is now consistent with the observed REW
distribution.

In order to gauge the effect of possible correlations between the
positions of the Lyα emitting galaxies and the ionized regions, we
have also studied a rather extreme model where we place the LAEs
at the locations of the massive (i.e. >1010 M⊙) haloes in the large
box. Since sightlines towards haloes in the large box would not ac-
count for the expected larger (than average) number of self-shielded
regions around the emitters, we choose the sightline towards the
halo in the small box which is nearest to the massive halo in the
large box. Further details of how we choose the haloes are given
in Appendix C. To match the LAE data using this approach, we
find a suitable QM(z) by trial and error such that the reionization
is completed at z = 6 (as opposed to 6.7 in HM2012) and evolves
rapidly at z > 6. Note that the evolution of QM(z) in this model
is considerably more rapid than in the late reionization model dis-
cussed earlier. The properties of this model, which we call the very
late reionization model, are shown as light grey points and curves
in Fig. 4. The resulting REW distribution shown in the right-hand
panel of Fig. 9 is again reasonably consistent with the data. Placing
the LAEs in haloes close to massive haloes in the large simulation
box results in a very strong (probably unrealistically strong) corre-
lation between the location of the ionized bubbles and that of the
Lyα emitters for the simple collapse fraction model employed here
for calculating the location of ionized bubbles. The smaller ionized
mass fractions required for the same reduction in transmissivity
should thus probably better be considered as lower limits.

Finally, an alternative way to probe the Lyα transmissivity of the
IGM is through the evolution of the Lyα luminosity function, cor-
rected for changes arising from the evolution of the star formation

rate density. Using the ultra-deep Subaru narrow-band imaging sur-
vey for Lyα emitters at z = 6.6 in SXDS field, Ouchi et al. (2010)
estimate the ratio of Lyα transmissivity at z = 6.6 and z = 5.7 to
be T(z = 6.6)/T(z = 5.7) = 0.80 ± 0.18. Similarly, using a sur-
vey at z = 7.3 in SXDS and COSMOS fields, Konno et al. (2014)
estimate T(z = 7.3)/T(z = 5.7) = 0.29. In order to compare these re-
sults with our model predictions, we plot the evolution of the mean
transmissivity as obtained from the maps shown in Figs 6 and 7
in Fig. 10. The left-hand panel assumes that !vint = 100 km s−1,
while the right-hand side is for the case when the intrinsic veloc-
ity shift evolves according to equation (10). The evolution of the
transmissivity in our default model is again not rapid enough to
account for observed evolution when !vint does not evolve, but
the expected scatter is large. The error bars (1σ ) show the object-
to-object variation predicted by our model. As expected, the late
reionization model is in better agreement with the data and matches
rather well if !vint decreases at high redshift. The results for the
very late reionization model, accounting for the correlation of the
location of Lyα emitters and ionized regions, are again very similar
to that of the late model.

5 C O N C L U S I O N S

We have combined high-resolution hydrodynamical simulations
with an intermediate resolution collisionless, dark matter only sim-
ulation and an analytical model for the growth of ionized regions
to estimate the large-scale distribution and redshift evolution of the
visibility of Lyα emission in high-redshift galaxies. We have care-
fully calibrated the growth of ionized regions to that expected for the
evolution of the UV-background model of HM2012, and included
the Lyα opacity of intervening, optically thick absorption systems
within ionized regions.

The rapid evolution of the ionized volume fraction, mean-free
path and ionization rate of hydrogen at the tail end of reioniza-
tion results in a rapidly evolving and strongly spatially variable
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z

Figure 4. Overview of the main properties of our default (blue) and late (red) reionization models. The black solid curves show
predictions of the HM2012 UV background model for reference. Our models are calibrated by fixing the evolution of the ionized mass
fraction, QM(z). All other quantities are calculated self-consistently. For the default model, QM(z) was set equal to the ionized fraction
in the HM2012 “minimal reionization model”. The QM(z) chosen in our late reionization model is also shown in the upper left panel,
as well as the ionized volume fractions, QV(z). The upper middle panel compares the optical depth due to Thomson scattering to the

Planck 2013 and 2015 results (Planck Collaboration et al. 2014; Planck Collaboration 2015). The upper right panel shows
the hydrogen photoionization rate obtained in our models. Observational constraints from Wyithe & Bolton (2011, WB11), Calverley
et al. (2011, C11) and Becker & Bolton (2013, BB13) are shown for reference. The lower left panel displays the mean free path of ionizing
photons at 1 Ryd measured from our hybrid box. The data is from Worseck et al. (2014, W14) and Songaila & Cowie (2010, SC10).
The lower middle panel shows the clumping factor in the ionized regions. To allow a direct comparison to the clumping factor used in
HM2012, we have also computed the clumping factor C100 of gas below an overdensity of 100. The lower right panel shows the comoving
emission rates of ionizing photons that our models imply, compared to the rate predicted by the HM2012 UV background model.

The recombination time scale trec is given by

trec =
1

C ↵R � n̄H (1 + z)3
, (7)

where ↵R is the recombination rate coe�cient for which we
assume the same value as HM2012. We assume that helium
is singly ionized in H ii regions, so that � = 1.08 is the
number of free electrons per hydrogen nucleus.

We then repeat this procedure iteratively until the evo-
lution of QM is matched to that of HM2012 at z < 9.
Thus, for each redshift, we choose a value of ionizing e�-
ciency ⇣e↵ (see Eq. 1) and �HI that reproduce the assumed
QM and dQM/dt at that redshift. Note that this procedure
breaks down in the post-reionization era when QM = 1 and
dQM/dt = 0. In that case, we assume a value of �HI which
is consistent with observations at z ⇠ 5�6. The Ly↵ optical
depth can be easily computed once �HI is fixed.

3.2 Reionization histories

The iterative calibration of our model described above allows
us to fix one quantity, QM (z). All other quantities are then
obtained self-consistently from the hybrid simulation box.
In this work we will consider two reionization histories:

• default reionization model: QM (z) is set equal to
the ionized fraction in the HM2012 “minimal reionization
model”, as discussed above.

• late reionization model: this model is motivated by
the rather rapid evolution in ionized fraction between z = 6–
8 required to match the Ly↵ emitter data. We simply shift
the QM (z) such that the reionization is completed at z = 6
(as opposed to 6.7 in HM2012) keeping the value of dQM/dz
unchanged.

The mass-averaged ionization fraction,QM (z) for both mod-
els is shown in the upper left panel of Figure 4. The figure
also displays the evolution of several other quantities de-
scribing the progress of reionization, along with a compar-
ison to observations and the HM2012 predictions. By con-
struction, we find good agreement with the observed pho-
toionization rates at z = 5 � 6. We also find reasonable
agreement with the observed mean free path at these red-
shifts. This is not surprising as these have been inferred from
the observational data using simulations very similar to our
small box. The ionizing emissivity in our default reioniza-
tion model di↵ers very little (<⇠ 30%) from that assumed in
HM2012. The di↵erence is mainly due to a di↵erent clump-
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Figure 4. Overview of the main properties of our reionization models. Our default and late reionization models are shown in blue and red, respectively. In light
grey is shown a model, called the very late reionization model, where Lyα emitters and ionized regions are assumed to be strongly correlated (see Section 4.3
and Appendix C for a detailed discussion). The black solid curves show predictions of the HM2012 UV-background model for reference. Our models are
calibrated by fixing the evolution of the ionized mass fraction, QM(z). All other quantities are calculated self-consistently. For the default model, QM(z) was
set equal to the ionized fraction in the HM2012 ‘minimal reionization model’. The QM(z) chosen in our late reionization model is also shown in the upper left
panel, as well as the ionized volume fractions, QV(z). The upper middle panel compares the optical depth due to Thomson scattering to the Planck 2013 and
2015 results (Planck Collaboration XVI 2014; Planck Collaboration XIII 2015). The upper right panel shows the average hydrogen photoionization rate within
ionized regions obtained in our models. Observational constraints from Wyithe & Bolton (2011, hereafter WB11), Calverley et al. (2011, hereafter C11) and
Becker & Bolton (2013, hereafter BB13) are shown for reference. The lower left panel displays the mean-free path of ionizing photons at 1 Ryd measured
from our hybrid box. The data are from Worseck et al. (2014, hereafter W14) and Songaila & Cowie (2010, hereafter SC10). The lower middle panel shows the
clumping factor in the ionized regions. To allow a direct comparison to the clumping factor used in HM2012, we have also computed the clumping factor C100
of gas below an overdensity of 100. The lower right panel shows the globally averaged comoving emission rates of ionizing photons that our models imply,
compared to the rate predicted by the HM2012 UV-background model.

z < 7 (z > 7). The green squares in the lower middle panel show
that we get a very similar clumping factor as HM2012 if we choose
the same fixed self-shielding threshold of "ss = 100. The small dif-
ference is due to a somewhat later reionization redshift in our small
box (z = 15) compared to that of the simulations in Pawlik, Schaye
& van Scherpenzeel (2009, z = 19.5) on which the HM2012 pre-
diction for the clumping factor is based. Once we choose the time
evolution of QM to be same as in HM2012 in our default reionization
model, the values of #H I and λmfp are close to those in HM2012.
At high redshift, the photoionization rate is slightly higher as the
photoionization rate within ionized regions is weighed inversely by
the volume filling factor QV.

In our late reionization model, the properties at z ≤ 6 remain
identical to the default model. At higher redshift, there are moderate
changes in the quantities of interest as shown in Fig. 4. We find that
in this model, the electron scattering optical depth is reduced to
τ el = 0.072 as opposed to τ el = 0.086 in the default model. The
value of τ el in the late reionization model is therefore lower than
the 2013 Planck constraints obtained from Planck temperature and
Wilkinson Microwave Anisotropy Probe polarization data (Planck
Collaboration XVI 2014), but is fully consistent with the latest
Planck result τ el = 0.066 ± 0.016 (Planck Collaboration XIII 2015).

4 TH E T R A N S M I S S I V I T Y O F T H E LYα L I N E

4.1 Damping wings redwards of the systemic redshift

We now examine the Lyα opacity arising from the IGM in our mod-
els. To make contact with the earlier work of Bolton & Haehnelt
(2013), we therefore first discuss the effects of the self-shielding
prescription on Lyα absorption spectra. For this, we need to con-
struct sightlines from the simulation box. We use the following
method for calculating the absorption spectra: (i) we first extract
sightlines parallel to the box boundaries through the most massive
dark matter haloes in the simulation box. (ii) Each of these sight-
lines is spliced with other randomly drawn sightlines in the box
to form a sightline of length 100 h−1 cMpc. (iii) The Lyα optical
depth, τLyα , is estimated along each line of sight given a value for
#H I. We should mention that we do not attempt to model the com-
plexities arising from radiative transfer within the host halo, hence
as in Bolton & Haehnelt (2013) we ignore the contribution of any
neutral gas within 20 pkpc of the centre of the host halo.

The distribution of the transmitted fraction, e−τLyα , for 600 such
sightlines is shown in Fig. 5 for two different values of the pho-
toionization rates and for different self-shielding prescriptions. The
corresponding neutral volume fraction for these models is given in
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Summary

• Lyman-α emitters: 

• favour a late and not too extended reionization 
history (finishing at z~6)


• evolution of intrinsic velocity offsets may be 
important


• CMB: 

• Planck 2015/16 find lower optical depths -> late 
reionization in agreement with LAEs


